Summary

Open Challenges and Beyond
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Summary

Scaling Law:

e larger model + larger dataset ->
better performance

Most large models are generative
e (LLMs, Text2Video Models)
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Summary

Scaling Law:

e larger model + larger dataset ->
better performance

Most large models are generative

e (LLMs, Text2Video Models)

¢ Large generative rec models?

wcaronn. i

271



Summary

& How to get a large generative rec model?

e Pre-trained model (e.g., LLMs) -> Adaptation;
e From scratch;

Paradigms | Adapt Pre-trained Models | | Train from Scratch |

ke g
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Summary

Adaptation
Mainly LLM-based recommendations

? Application
Zero-shot Align Behaviors | ! [Conversational RS Agent
« Rating o Text o Model o User Simulator | !
Covered Topics o Rankedltems P e Collaborative | ! | e Dataset o Rec.Assistant | |
Represnetation 5 « Evaluation
* Discrete Token | ! o Product
 Multimodal )
Section 3.1 Secion32 Section33 . Section34
(Pre-trained)
Backbone Models Large angungs Modsh |
Section 3
Paradigms | Adapt Pre-trained Models | | Train from Scratch |

ke g
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Summary

From Scratch

e Autoregressive models (e.g., semantic ID-based);
e Diffusion models;

o Application S Semantic ID Construction !
Zero-shot Align Behaviors E Conversational RS Agent ' 5 Technique Input : AR Model DM Model Personalized
¢ Rating o Text ! ¢ Model o User Simulator * RQ ¢ Random 5 ¢ Architecture o Interaction G(e:::::n
Covered Topics o Rankedltems ¥ e Collaborative | ! » Dataset * Rec. Assistant 1+ | » Clustering o Item Metadata | | | o Training Probability
Represnetation | o Evaluation i1 le LM o Behaviors + : Objective * Representation
o Discrete Token | ! ¢ Product e PQ&AE Item Metadata | ! | « Model
* Multimodal » Context-aware 1 Inference
Section 3.1 Section32 Section33 Section34 7 Secion42 Section 4.3 Section 5.1 Section 5.2
(Pre-trained) 7 S
Bickboiie Modals | Large Language Models | | Autoregressive Models | | Diffusion Models |
Section 3 Section 4 Section 5
Paradigms | Adapt Pre-trained Models | | Train from Scratch |

mckrnn. i
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Summary
Open Challenges

open Cha“enges _ _ _ _ _ _

Section 6.1 Section 6.2 Section 6.3 Section 6.4 Section 6.5 Section 6.6
{ Application : ? Semantic ID Construction E
Zero-shot Align Behaviors E Conversational RS Agent E f Technique Input f AR Model DM Model Personalized
« Rating o Text | e Model o User Simulator | | | | e RQ * Random { |+ Architecture O UiZeEn Generaﬁoc"Mtn
Covered Topics o RankedItems ¥ e Collaborative | ! o Dataset e Rec. Assistant 1+ | » Clustering o Item Metadata | | | » Training Probability
Represnetation | | | e Evaluation : Ve LM * Behaviors + : Objective * Representation
¢ Discrete Token | | ¢ Product 11| PQ&AE Item Metadata | | | ¢ Model
* Multimodal : i1 | » Context-aware : Inference
Section 3.1 Section32 . Section33 Section34 | Sectiond2 Section 4.3 Section 5.1 Section 5.2
(Pre-trained)
Bickboie Modals I Large Language Models | | Autoregressive Models I l Diffusion Models |
Section 3 Section 4 Section 5
Paradigms | Adapt Pre-trained Models | | Train from Scratch |
Baekground - e el
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Open Challenges

Part 1: What becomes harder?

Comparing to traditional RecSys, what challenges
may large generative models face?

Open Challenges

Inference Efficiency

Model Updating

Item Tokenization
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Open Challenges

Part 2: What becomes possible?

What new opportunities may large generative models
unlock for recommender systems?

Open Challenges

Emergent Ability

Test-time Scaling &
Reasoning

Unified Retrieval and
Ranking

Section 6.4

Section 6.5

Section 6.6
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Part 1: What Becomes Harder?

Comparing to traditional RecSys, what challenges may
large generative models face?
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Inference Efficiency

Retrieval Models: K Nearest Neighbor Search

Generative Models (e.g., AR models): Beam Search

B Decoding (91%)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025. 279



Inference Efficiency

How to accelerate LLMs? Speculative Decoding

e Use a “cheap” model to generate candidates
e "“Expensive” model can accept or reject (and

perform inference if necessary)

[START]
[START]
[START]
[START]
[START]
[START]
[START]
[START]
[START]

japan
japan
japan
japan
japan
japan
japan
japan

japan

I-I=1I=1I=1I=TI=T1I=T1IH=TI-
In In

In

In 10 1w

iwn

in

in

benchmark
benchmark

benchmark
benchmark
benchmark
benchmark
benchmark

benchmark

benchmark

bend n
—_
nikkei
H——
nikkei
H——

nikkei

Hi—t—

nikkei

H—t—

nikkei

H——
nikkei
Hi——
nikkei
Hi——n

nikkei

Hi—t—

22 5

223
225
225
225
225
225

225

5

M

index
—_—
index
—
index
—_—
index
—_—
index
—_—
index
—_—

index

—_—

rose
rose
—_—
rose
—_—
rose
—_—
rose
—_—
rose
—_—

rose

2258
228
226
226
228
226

226

69

69

69

69

69

69

ey
points ,
points ,
points ,
points ,

points ,
_u

or

or

or

or

or

1®
I

I I

I I

b

0

I 1u;

percent
percent
percent

percent

I~

to

to

to

to

10

10

10

10

9859

—-

989 .
989 .

989 .

79 = in
79 in tekye late
79 in late morning trading

. [END]

Leviathan et al. Fast Inference from Transformers via Speculative Decoding. ICML 2023. 280




Inference Efficiency

Speculative decoding for generative rec? X

N-to-K verification

i
[ Draft Model |
# v
.." [a4][b4][eq]*
5 @ .|b1 Ca|*
, 2l a1]b-fles] x
Venfy

Vﬁ rify ’Ve rify ¥
.' Targét LLM .'

ilii

Step1v’ Step2v  Step3x
(b) N-to-1 Verification of Traditional SD (N=3)

Draft Model Step1 Step2 Step3
v |a4llbs] |a4]lb2]c
a1!lb2 31Hb2 C>
% |aglbs] [a4]|bsfcs

@Verify @ Verify

NSNS
<

Target Model  Step1x Step2 Step3
(c) N-to-K Verification of SD with Beam Search (N=K=3)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025.
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Inference Efficiency

In addition to single-model acceleration methods,
what about “serving throughout”?

Example: vLLM offers solutions for high-throughput
and memory-efficient inference and serving

What's unique for generative rec?

https://github.com/vllm-project/vilm 282



Timely Model Update

Recommendation models favor timely updates

Deployment without Update Delay

e ———— -

\Y | \Yi \
I Iy I
i ; DO D, | ! D1 D, | !
Tralmng Step 0 ;l‘ ;" E

’——————~

Lee et al. How Important is Periodic Model Update in Recommender Systems? SIGIR 2023. 283



Timely Model Update

Delayed updates lead to performance degradation

Deployment with Update Delay

1 step delayed

2 step delayed

CML Model

——— Atrticle
—— Blog

Comics
—— Commerce

Lee et al. How Important is Periodic Model Update in Recommender Systems? SIGIR 2023.
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Timely Model Update

How to update large generative rec models timely?

(Frequently retraining large generative models may
be resource consuming)

285



Timely Model Update

How to update large generative rec models timely?

P T T T T T T T T T —

' X, Who is the president of the US?: Y. - Joe Biden |

_____________________________________

F Donald Trump Donald Trump
Joe Biden x Joe Biden \/
Knowledge editing?

Yao et al. Editing Large Language Models: Problems, Methods, and Opportunities. EMNLP 2023. 286



Item Tokenization

Multiple objectives for optimizing item tokenization

P L & g O Lpiv O Lo O Lpiw
- @ \ O : Code embedding R
o O; o G | | | | R Semantic regularization
PN L @ . : Cluster , 7 8
E i / @ @ Postive emb. E Nearest Ll1]2ls]als s Nearest 1/2|3lals|s| Nearest|, . !
i
' (5) / " OO O: Negative emb. ! ! i
@ / % < : Push away N ! ! |
! : Pull closer ! { | T 4 i ;
! @ : ! - 2|l> i : - (4] > i i !
e  Diverisity regularization - ------- ! ! ! : i | QLSem
I R $03090909090 | o peEessE e g T A\l 1
Residual Resudual Residual ReSIduaI ! ]
Title: Casio 44 Key I/‘ | l
i i
MiniKeyboard — il — L Code embedding: + + + = Decoder i
Description: The 44 I\I i :
key Casio SA-76... . Quantized . !
— . ) Latent Code sequence: <a_2> <b_4> <c_3> <d_6> erbediing ! Reconstructed :
Semantic information ~ Semantic i ' semantic !
. i
embedding embedding | embedding i
i
______________________________________________________________ - ' 1
: - s T
— 1
- ID: 23142 M h_" rO i
! CF model CF embedding by Lcr '
“ - Collaborative regularization - - - - - - — - - oo -

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 287



Item Tokenization

Multiple objectives for optimizing item tokenization ...

But none of them is directly related to rec performance

R e e il W Lpi Lpi Lp; Lp;
» . o 5 Div Q Div D D
b @ N O Code embedding ; eSS Q Q hd Q d
v @ . :- ] | | | h Semantic regularization
! e @ . : Cluster —_—
e / @ Postive emb. Nearest Nearest 1]2/3]a] Nearest [
! /Q 2 6 s|6
! ° @@@ Negative emb.
@ /% < : Push away I
i
: © : Pull closer ! i A
>
(SRR Diverisity regularization -------- ! ) QL Sem
e —— N L ’ \
Resldual Residual Residual Residual | !
Title: Casio 44 Key I/‘ |
Mini Keyboard _— _, _. Code embedding: + + + = Decoder |—
Description: The 44 I\I i
key Casio SA-76.. Latent Codesequence: <a_2> <b 4>  <c_3> <d_6> Quantized i :
— - Semaniic embedding 1 Reconstructed |
Semantic information i | semantic '
% embedding embedding | embedding i
! 1
_______________________________________________________________ L---, .1
I ‘ ph- o) :
- ID: 23142 hh_' [ b i
! CF model CF embedding "+ CF|

i
“ - Collaborative regularization - - - - - - — - - oo

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 288



Item Tokenization

reconstruction loss # downstream performance

How to connect tokenization objective with
recommendation performance?

Zipf's distribution? Entropy? Linguistic metrics?

289



Item Tokenization

Language Tokenization

2014~2015:
Word / Char

Context-independent = Context-aware
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware

SemlID Construction
2023~2024:
RQ / PQ / Clustering /
LM-based Generator

AP



Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware

SemlD Construction
2023~2024: 2025:
RQ / PQ / Clustering / ActionPiece / ?
LM-based Generator

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 293



Part 2: What Becomes Possible?

What new opportunities may large generative models
unlock for recommender systems?
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Emergent Ability

Abilities not present in smaller models but is present
In larger models

(A) Math word (B) Instruction
roblems following (C) 8-digit addition 53 (D) Calibration
25 P =
~ s 70 100 3
XX 20 Instruction Scratchpad g 100
bl 20 o] tuning ~
> Chain of $ 60 ? 80 8
% thought > 5 el
=5 15 < = -
= A > 60 <
Q a5} No < Q
< 10 + instruction S 40 ({)
M D tuning Q 20
0 = 40 2 =
E 5 z < 20 |+ ~ 1
0 No chain o N‘}) B €3 10
U 0 of thought — 30 0 scratchpa @)
| L ) m .
102! 10?2 1023 10%4 1021 1022 3028 1% 1082 190 1gf 3o 0% 0% 7024

Model scale (training FLOPs)

Wei et al. Emergent Abilities of Large Language Models. TMLR. 295



Emergent Ability

Do we have emergent abilities in large generative
recommendation models?

0

180 Mix domain
~170 Diff domain -10
O\O ——
=160 X -20
: s
g 150 ,% 30
2 140 ~
3, Q —-40 Layer=2
é 180 o Layer=4
& 5 -50
0 120 bt Layer=8
% A ~60 Layer=12

Ho Layer=24

100 —-70 Layer=48

2 4 8 12 24 48
2 4 6 8 10
et Position

Cross-domain Trajectory Prediction

Zhang et al. Scaling Law of Large Sequential Recommendation Models. RecSys 2024. 296



Test-time Scaling

There have been explorations on model / data scaling of
recommendation models

o1 AIME accuracy
at test time
100 ~

80 -
)

©
5 6014

[
8
® 0
& o]
©
Q

201 °®

0

test-time compute (log scale)

Test-time scaling is still under exploration

https://openai.com/index/learning-to-reason-with-llms 297



Test-time Scaling

: ® =
Reasoning over latent o | -
. SedRec : Item Embedding :
hidden states to scale up o O |
o . I Reasoning Hidden State :
test-time computation. e o o | —
C. ) (O C ). I Seq Representation |
0.08- -70.00 (a) Direct Recommendation ~ '-————-=-——-———- X
Base Ours Ours (Upper Bound)
007-  *9258% +48.04% -54.00 C C (@D O pO
) +43.64% . {})\ ﬁ)\ iy . 5
%o.oa— 73 3300 2
9 3 Reaboning SeqRec Model
 0.05- -22.00 E
+9.07% +6.87% iy iy is iy s ufs
004- e BN 600 SSAEBES D
(b) Multi-step Reasoning-enhanced Recommendation
0.03- --10.00

SASRec BERT4Rec UniSRec MoRec

Tang et al. Think Before Recommend: Unleashing the Latent Reasoning Power for Sequential Recommendation. arXiv:2503.22675. 298



Large Diffusion Model

End-to-end personalized content generation with
diffusion model.

e Existing work largely uses pretrained diffusion
model to generate personalized content.

e An end-to-end training could bring mere
personalization.
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Agentic

Next: personalization & agentic system

Customize ChatGPT

Introduce yourself to get better, more personalized responses @

5
o Q Completed
44s - 22 sources

What should ChatGPT call you? i
@ Thinking

@ Exploring scientific

movies

What do you do? @ Evaluating movie

themes

What traits should ChatGPT have?

mmm?) 22 web pages

I love Iron Man. Recommend some scientific movies for me.

All these movies have strong scientific elements, either based
on real events or accurate concepts. The Imitation Game shows
early computing, while Interstellar uses real physics theories.
I'm checking if they fit the user's taste for adventure and
innovation, like Iron Man. The Martian's survival story and 2001's
space exploration seem to match well.

Hidden Figures tells a true story of NASA mathematicians,
which is inspiring and scientific. | think these choices will
engage the user with their blend of science and drama.

Let me ensure they're not just fiction but grounded in science.
The Martian is known for realism, and 2001 incorporates real
science from Arthur C. Clarke.

The Martian (2015) follows an astronaut using science to survive
on Mars. It's problem-solving and engineering, much like Tony
Stark's character, and focuses on botany and space exploration.
Hidden Figures (2016) celebrates African-American women at
NASA, focusing on math and aerospace engineering. Its
inspiring story aligns with Iron Man'’s themes of intelligence and
overcoming challenges.
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Agentic

Interacted Items Q
t
m. Retriever |<+—
LU-—

Retrieve

i q
r QY

C

I

1

1

1

: ( “Marvel superhero

1| movies, wnfhaspecual ,
'nl love for Spiderman® %

! Wrong l Correct

Hybrid

—_—_———— e ———

—_—— . —— e

“I want to watch some \
scientific movies" {

(“I would like to recommend Spider-

\Man: Homecoming and ..., because..."

Representations zj,

Message Forward
—_—

Message Backward
.

* Correct

t Responser i

%

Criticizer% Item Metadata ]

Historical Experiences &

]

]

Large agentic system
for precise user
modeling and better
recommendation
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Unified Retrieval & Ranking

models

Inference
(Online)

Complicated Architecture

Embed input
item or query

e Difficult to be optimized
In an end-to-end way

e Latency between /
within different modules

Training
(Offtine)

rules, strategies, heuristics

Oldridge and Byleen-Higley. Recommender Systems, Not Just Recommender Models. 302



Unified Retrieval & Ranking

Is It possible to replace traditional cascade architecture

Recommended Videos

~10%°
Hundreds of
Coarse-grained |Thousands Thousands | fine-grained Dozens
Retrieval Corpus * \ ranking 2
~102

~10°

(b) Cascade Architecture

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965. 303



Unified Retrieval & Ranking

Is It possible to replace traditional cascade architecture
with a unified generative model?

(a) Unified Architecture O ¢ | == ) [—‘ﬁ(—] Recommended Videos
End-to-End ‘( Dozens _ H
Generation 'L Encoder Decoder " H
(

) OO O iCJ ]
Video
Corpus .
Recommended Videos

~1010
Hundreds of
Coarse-grained |Thousands Thousands | fine-grained Dozens
Retrieval Corpus * \ ranking T
~10 2 ~10 2

(b) Cascade Architecture

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965. 304



Unified Retrieval & Ranking

Better throughout when ranking more candidates

B GR (101x FLOPs) * GR (285x FLOPs) == DLRM (1x FLOPSs) g
£
S Top Neural Norm(AX)V(X)OU(X)
1,250,000 N
: ’ 1.93x : (MMoE, PLE ) A()=4a(QKT+rab®)
A ]
1.73x__.-" H
1,000,000 n- e
900; i 1.50x EH
1.34x -7  1.31x T B
750,000 -1 : g (FMs, DCN,
U) g 1 .05X B et E ransforme)rs, DHEN, I
% - - * 1.08x § U,Q K, V = i(f1(X)
500,000 B 1% ""‘ - H—‘ AMMOV"(“X)=\‘2(...)
0.43x _.-™ . K 0.66x MR
L B | )
----- < 2 Numerical Categorical
> g eatures in eatures in
* 0.18x g S S e
0 = —— [ Prepro:essing ]
32 64 128 256 51 2 1024 L | I Raw Features ] [ Sequentialized Unified Features |

Candidates scored in M-FALCON (m) D I_ R M G R

Zhai et al. Actions Speak Louder than Words: Trillion-Parameter Sequential Transducers for Generative Recommendations. ICML 2024. 305



» Papers
o Surveys
o LLM-based Generative Recommendation

Q & A = LLM as Sequential Recommender

= Early Efforts: Zero-shot Recommendation with LLMs

= Aligning LLMs for Recommendation

= Training Objectives & Inference

T h a n k yo u fo r C O m I ng! = | | M as Conversational Recommender & Recommendation Assistant

= | LM as User Simulator

o Semantic ID-based Generative Recommendation
= Semantic ID Construction
= Quantization

Please refer to

= Hierarchical Clustering

= Contextual Action Tokenization

I a rge — ge nrec .git h u b. i o) = Behavior-aware Tokenization

= Language Model-based Generator

= Architecture

for SlideS, ‘28‘ 2er IiSt .. = Dense & Generative Retrieval

= Unified Retrieval and Ranking
= Aligning with LLMs

o Diffusion Model-based Generative Recommendation
= Diffusion-enhanced Recommendation

= Diffusion as Recommender

= Personalized Content Generation with Diffusion
« Resources 306




