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Test Loss

Scaling Law as a Pathway towards AGI
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Scaling laws provide a framework for understanding how
model size, data volume, and test-time computing might
lead to advanced Al capabillities.

Understanding Scaling Laws for Recommendation Models. Arxiv 2022.
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However ...

Language Modeling User Behavior Modeling

- Dense world V’/ - Sparse user-item
knowledge / S Interactions

- Text tokens (Ten - Items (Billion to trillion
thousands level) level)

Scaling laws rarely apply to traditional
recommendation models.



As the Reflection of Real World,

Perceptual World
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What are Generative Models & Why ?

A generative model learns the underlying distribution of
data and can generate new samples from it.

Learning Generating

P,(X)

Training data~p__, (x) Data generation New samples
distribution



A Potential Solution:
“"Generative” Recommendation

What | can't create | don't
understand

— Richard P ?t’l/mnalz =

“What User Behaviors LLMs can not Generate, LLMs do not
Understand.”



Where are We Now?

In language and vision:

e Large language/diffusion models have been established.
e Scaling law has been witnessed.

In recommendation:

e Incorporat generative components in traditional
recommender.
e [nitial attempts on generative recommendation.



Pathways towards Scalable Generative
Recommendation

Adapt Pre-trained Models
- Large Language Models

mic  Roman Gone w1th|
Text Metadata }l Holiday the ‘Qlld :
This user has watched T 1 >, Roman Holiday, ... Gone

with the wind. Predict the next movie this user w111 watch:

LLM-based Recommender

Adapting LLMs for recommendation task

Liao et al. LLaRA: Large Language-Recommendation Assistant. SIGIR 2024.



Pathways towards Scalable Generative

Recommendation e
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Schedule Overview

Time (AEST)
9:00-9:10
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10:10 - 10:30
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Part 1: Background and Introduction

Part 2: LLM-based Generative Recommendation
Part 3.1: Introduction of Semantic IDs

Coffee Break & QA Session

Part 3.2: SemID-based Generative Recommendation

Part 4: Diffusion-based Generative Recommendation

Part 5: Open Challenges and Beyond
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LLM

-based Generative Recommendation
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The Rise of Large Language Models

Transformer
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LLMs are developing so fast recently...
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Large Language Models

LLMs are machine learning models that can perform a
variety of natural language processing (NLP) tasks

% ol g

Translation Chat Bot

F

Code Generation Text Editing
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Large Language Models

Key features of LLMs:

- World knowledge.

= - Natural language understanding.
~_COMPLEX : :

€ Y - Human-like behavior.

" Knowledge-based
~ Reasoning

15



Large Language Models

Key features of LLMs:

- World knowledge.

: - Natural language understanding.
~ COMPLEX . .

Ikannie - Human-like behavior.

 Knowledge-based
~ Reasoning

How can these features benefit recommender systems?

16



Benefits of LLMs for Recommendation

(1) World knowledge - from pretraining

Superhero: Tron Man
Superhero: Spider Man
Superhero: Superman
Superhero: Batman
Monster: Godzilla
Monster: King Kong
Homosexual Movies

0
;k Marvel superhero movies.

------ P PR

*  User Intention

Linear
Mapping

True Continent
North America
Africa P
Europe
Asia
Oceania
South America

Language Space Behavior Space

In space In recommendation

Gurnee et al. Language Models Represent Space and Time. ICLR 2024.
Sheng et al. Language Representations Can be What Recommenders Need: Findings and Potentials. ICLR 2025. ‘|7



Benefits of LLMs for Recommendation

(1) World knowledge

LLM as sequential recommender

-> Alleviating the data sparsity of ID-based
interactions in recommendation

18



Benefits of LLMs for Recommendation

(1) World knowledge

® & §

|+| |+ + Next ID ID-based item modeling
L“ prediction  lack semantic meanings

m g g

2 @ ﬁ 5 Example: SASRec [[CDM'18]

Item IDs

112



Benefits of LLMs for Recommendation

(1) World knowledge

Titanic is a 1997 epic romance and disaster film directed by James Cameron, telling the tragic love story

between Jack and Rose aboard the ill-fated RMS Titanic. It blends historical events with fictional drama,

s
y !"‘-1, becoming one of the most iconic and emotionally powerful films of all time.
e v e [ e e =N '
nic | Roman Gone with, @
Holiday the wind |

b — —— - — -

[ Text Metadata

This user has watched Titanic, Roman Holiday, ... Gone
with the wind. Predict the next movie this user will watch:

Abundant prior
knowledge about items

LLM-based Recommender -

20



Benefits of LLMs for Recommendation

(1) World knowledge

—#— TALLRec —#— Caser —#— SASRec ~#- GRU—BERT ~--' AT
—— RT —#— DROS —# DROS—BERT —#- GRUARec
0.75 0.650 um—
x
0.70 0.625 /*7/
S %
0.65 0.600 / /
v 0.575 XX
2 0.60 X /
s ¥ 0550 | %
0.55 , A T S ey een
i — =7 | |0.525 i
b 0.500 ﬁ;@:xﬁga-ﬁa‘e’:
0.45
0 50 100 150 200 | 250 0 50 100 150 200 | 250

Number of Samples (Movie)

Number of Samples (Book)

Few data -> a good
recommender
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Benefits of LLMs for Recommendation

(1) World knowledge LLM as sequential

recommender
This user has watched Titanic, Roman Holiday, ... G L ower d atare q uirement
with the wind. Predict the next movie this user will watch: C ross-— d oma | N a b i | |ty
LLM-based Recommender .
. = o Cold-start ability

22



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

LLMs can interact
with users fluently

23



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

| | M as conversational recommender

-> Towards more interactive recommender systems

24



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

Prediction Traditional RecSys

gﬁ?'ﬁn

User History



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

Prediction Traditional RecSys

gﬁ ;- ' ﬁ l Recommendation %

Click, like

User History

26



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

Prediction Traditional RecSys

\%B ; ' a l Recommendation %

Click, like

User History
Passive recommendation!

27



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

25 ¢
g (o © o] I would like to Recommendation % Some scientific
o

recommend... movies.
Click, like

Conversation

28



Benefits of LLMs for Recommendation

(2) Natural language understanding & generation

(on
@

~

hello I'm open to any movie

Hi there. I would like to suggest some comedies you
could watch, have you seen The Wedding Singer (1998)?) [ .=\

I have not seen it but I watched American Pie 2 (2001). 1
just watched Avengers: Infinity War (2018) and I liked it.

| | M as conversational

recommender

Interactive
User-friendly
More accurate

S



Benefits of LLMs for Recommendation

(3) Human-like behavior

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023 30



Benefits of LLMs for Recommendation

(3) Human-like behavior

Generative Agents can
(mostly) simulate human
behaviors

- Cooperation

- Organization

Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023 31



Benefits of LLMs for Recommendation

(3) Human-like behavior

| | M as user simulator

-> Simulating user behaviors for evaluating recommenders.

32



Benefits of LLMs for Recommendation

(3) Human-like behavior

Offline recommender evaluation

Inaccurate, but
affordable

33



Benefits of LLMs for Recommendation

(3) Human-like behavior

Online recommender evaluation

Accurate, but
costly

34



Benefits of LLMs for Recommendation

(3) Human-like behavior

| | M as user simulator

iimulation Pipeline

20103
& Exit »%
Spider—Man: Into the a o it Agent Creation
Spider—Yerse (2818) c M- 5 d
i % Tastes / Traits
Mice Sci-Fi ElR oY @. ﬁ
movie, | like it! ol i n Align

arthiul

ﬁ Recommender Evaluation

Controllable

Zhang et al. On Generative Agents in Recommendation. SIGIR 2024 35



Part 1: LLM as Sequential Recommender

(i) Early efforts: Pretrained LLMs for recommendation;

36



Early efforts

e Directly use freezed LLMs (e.g., GPT 4) for
recommendation.

37



Early efforts

Prompt Engineering + In-Context Learning (ChatRec)
Key idea: LLMs as the recsys controller

Qi: Could you recommend some action movies

to me?

Qi Could you recommend some \__ Recommendation e e
action movies to me? em R

Ai: | have selected the following movies for
you to consider:

Fargo (1996): This movie is a crime drama
that takes place in Minnesota...

Heat (1995): This is a crime thriller with a
lot of action and drama...

Die Hard (1988): Die Hard is an action-
packed thiller about a New York cop
named John Mcclane ...

Qz: Why did you recommend the
“Fargo’ to me?

Az: | recommend “Fargo” because it has a
strong reputation as a classic crime movie,
and it contains elements that may appeal
to your interests based on your movie
history and personal information.

1. Genera: You seem to enjoy a variety of
genes including drama, action, and crime.
“Fargo” is a crime drama that also contains
elements of dark comedy and suspense.

A

Gao et al. Chat-REC: Towards Interactive and Explainable LLMs-Augmented Recommender System. arXiv 2303.14524.

.
{ History of
_.[ User Query Q ] [Umnroﬁlw] | Dialogue H

! ! )

{ Prompt Constructor C

}_

@ chatepT

[ RecSys Candidate Set Construction

|

I b .
{ History of Recommendation R, (<) | [ Intermediate

Answer A, 0

)

Determine1: Use RecSys? Yes

Execute 1: Recommendate Action Movies —
Inputs: (history interaction, user profile, action
movie)

Intermediate Answer A;:

Top-20 results (...)

Determine 2: Use RecSys? No

Execute 2: Rerank and adjust Top-k results —
Inputs: (history interaction, user profile,
Intermediate Answer A;: top-20 results)
Outputs A;: Top-5 results (...)

Qa: Why did you recommend the “Fargo” to me?
Determine1: Use RecSys? No

1: ion for
Inputs: (“Fargo”, history interaction, user profile)
Answer A;:
Explanation(l recommend “Fargo” because it ...)

N H

38



Early efforts

Prompt Engineering + In-Context Learning (LLMRank)

Key idea: LLMs as the reranker

User

A

Interaction

histories

Triggering LLMs to perceive order

Retrieving candidates &
Bootstrapping to reduce position bias

Sequential prompting

0J6J0JO)

Recency-focused prompting ® @ @ @

loYolo]o) In-context learning (ICL)

oJoJolon

Candidate generation 1

Retrieve ’ Bl
& Bootstrap ’
B — ][] [5]

¥

v

Hou et al. Large Language Models are Zero-Shot Rankers for Recommender Systems. ECIR 2024.

Ranking w/ LLMs
(e.g. ChatGPT)

[ Parsing outputs ]

[ Pattern w/ sequential historical interactions H I Pattern w/ retrieved candidate items C Instruction template 7' J

39



Early efforts

e A performance gap compared to traditional
recommenders exists.

40



Early efforts

Sub-optimal performance comparing to SASRec!
Performance of LLMRank

ML-1M Games
Method
N@l N@5 N@10 N@20 N@1 N@5 N@10 N@20
Pop 0.08 1.20 4.13 5.79 0.13 1.00 2.27  2.62

BPRMF [49] 026 169 441 604 055 198 296 319
SASRec [33] | 3.76 9.79 10.45 10.56 1.33 3.55 4.02 4.11

BM25 [50] 0.26 0.87 232 528 0.18 1.07 1.80 2.55
UniSRec [30] 0.88 3.46 530 6.92 0.00 1.86 2.03 2.31
VQ-Rec [29] 0.20 1.60 329 573 0.20 1.21 191 2.64

Ours 1.74 5.22 6.91 7.90 0.90 2.26 2.80 3.08|

full

zero-shot

Hou et al. Large Language Models are Zero-Shot Rankers for Recommender Systems. ECIR 2024. 41



Early efforts

Sub-optimal performance comparing to SASRec!

Aligning LLMs for recommendation tasks is necessary!

[SFa e}y v viv) UUI I J. IV J.l J LU

-.I.J.I

BM25 [50] 0.26 0.87
UniSRec [30] 0.88 3.46
VQ-Rec [29] 0.20 1.60

Ours 1.74 5.22

zero-shot

2.32
5.30
3.29

6.91

528 018 1.07 180 255
6.92 0.00 1.86 203 2.31
573 020 121 191 2.64

7.90 0.90 2.26 2.80 3.08

Hou et al. Large Language Models are Zero-Shot Rankers for Recommender Systems. ECIR 2024.
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Part 1: LLM as Sequential Recommender

(ii) Aligning LLMs for recommendation;

43



Aligning LLMs for recommendation

________________ Yes”
{ Titanic Roman Gone w1th|
Text Metadata ™1 Holiday the wind | % Large Language Model ‘7
_____________ ¢y LoRA 5
; (Vicuna-7B)
This user has watched Titanic, Roman Holiday, ... Gone ‘
with the wind. Predict the next movie this user will watch: Y ry ry . Y

LLM-based Recommender 0

~ y Mappi
%% LLM tokenization CIE hEe
& Emb. Look-up | Collab. Model |

Pure text-based + Collaborative embeddings

(items)_
- £

- e Sequential Recommendatior
0 1 ‘z R i e o ot 1035 son s ) s 6 s A =
//\\ /N TN\ /TN B
f /TN /| /\\ s Rj sssss R T holpme decide? 4
/ / \\ /N \\ / /1N
/ / X
/,4\\ 6 6 06 R o ni ® %\ % ‘5 ) ® R Direct Recommendation
\\ /l\ /\\ // /s\\
/,\\ \ S\ 0“// o e Ft o g
/ /| \ [ \ =
ol \ /| ey = ; o= VIP5 2 9
\ 4 «,5\5 7 u 9 10 W 12 13/11 15 o & om0 Foen GE 0 * .o e nes B 1
/)
//r\ \. //,,‘1\\ / |
7 // \ (J S0l \\
oGddobd! u.’¢|¥h /, \ Ll Explanation Generation
0: A 1><7: 1><9><5><4: <3>. |5>
<0><h><1><T>  <1><9><5>< >|s é e 1 e , o
//‘\\ . s tatonecrt
‘\\\ /! ‘\ i Che amying Case gy o Wit freswen

\
<2><14><8><16><0>

+ External item tokens + Multimodal information
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Aligning LLMs for recommendation

________________ N

{ Titanic Roman Gone with,
Text Metadata v/ Holiday the wind |

This user has watched Titanic, Roman Holiday, ... Gone
with the wind. Predict the next movie this user will watch:

LLM-based Recommender “

Pure text-based

4 & ® 7® 9 10 1112 13 14 1516 17 18 19

® © § © 0o @9 12 1 14 15

<0><4><1><7> <1><9><5><4> <3><19>
16 17 18 19 <Ado<is

<25<14><B><16><0>

“Yes”

Large Language Model \’

£ (Vicuna-7B)
Text Token Emb. User Emb. Text Token Emb. Item Emb. Text Token Emb.
Mappin,
LLM tokenization CIE Ay
& Emb. Look-up Collab. Model
Sequential Recommendation
i : o Vi
Direct Recommendation
Pick the most suitable item from 51 ¥ il ¥ { N ¢
g VIP5 ¢

Explanation Generation

45



Aligning LLMs for recommendation

(1) Pure text-based (TALLRec)

Rec Task Sample — LLMe.g.
nstruction ChatGPT

Historical Sequence

|. Like |' Dislike

g -
3 ot of = Pretrained LLMs for CTR

e e prediction?

R
S

Bao et al. TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. RecSys 2023. 46



Aligning LLMs for recommendation

(1) Pure text-based (TALLRec)

Rec Task Sample

Historical Sequence

|. Like |' Dislike
=t ul =

Item Recommend

8

Instruction

LLM e.g.
ChatGPT

Pretrained LLMs:

Random Guess!

0.75 4 LLMs on Movie Rec
© Davinci
003 (GPT3)
2 ChatGPT
< 0.53 PP
0.5 —
L Davinci
Alpaca 9 (GPT3)
0.46 0.49
0.75 4 LLMs on Book Rec
O | Alpaca
2| oss3 ChatGPT
= 0.5
0.5 T ™
Davinci Davinci
002 (GPT3) 003 (GPT3)
0.46 0.46

Bao et al. TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. RecSys 2023
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Aligning LLMs for recommendation

(1) Pure text-based (TALLRec)

TALLRec Framework R:C'T"'I“"E
= amples
Alpaca . Instruction
ﬁ LLM "=} Tuning ﬁ Rec-Tuning Input
Output
XK

General task alignment -> Recommendation alignment

Bao et al. TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. RecSys 2023. 48



Aligning LLMs for recommendation

(1) Pure text-based (TALLRec)

—#— TALLRec —#— Caser —#— SASRec ~#- GRU—BERT == AT
—4— RT =#- DROS =#- DROS—BERT —#- GRU4Rec
0.75 0.650

0.625 *
*/*/

0.600 S

X

0.70

0.65

v 0.575 ¥ x
2 0.60 & 7
& 0.550 | F*~x
0.55 T S T L e
0.525 i
0:501% 0500 | sy
0.45
0 50 100 150 200 250 0 50 100 150 200 250
Number of Samples (Movie) Number of Samples (Book)

Few training data -> Huge improvements

Bao et al. TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. RecSys 2023. 49



Aligning LLMs for recommendation

(1) Pure text-based (TALLRec)

—#— TALLRec —*— Caser —#— SASRec ~#- GRU—BERT ~--: AT
—— RT —k— DROS —#— DROS—BERT —#- GRU4Rec
0.75 0.650 /1(
0.70 0.625 /*/
0.600 * *
0.65 / /
v 0.575 XX
2 0.60 X
& 0.550 | ¥y
0.55 1 [ e S G Ly
| ool
0.50 \fs5x 0.500 :*;,*:*s»;,*aé’:
0.45 .
0 50 100 150 200 250 0 50 100 150 200 250
Number of Samples (Movie) Number of Samples (Book)

Traditional recommenders: suffer from too-sparse
supervision signals

Bao et al. TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. RecSys 2023. 50



Aligning LLMs for recommendation

(1) Pure text-based (TALLRec)

0.75
0.70
0.65
g 0.60
=%
0.55
0.50
0.45

mmm TALLRec (Book) mmm TALLRec (Movie) TALLRec (Both) mmm TALLRec (Book) mmm TALLRec (Movie) TALLRec (Both)

0.70
0.65

19}

= 0.60

<
- .
0.50

16 64 256 16 64 256

Testing on Movie Testing on Book

Cross-domain generalization

Bao et al. TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. RecSys 2023.
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Aligning LLMs for recommendation

(1) Pure text-based

[ "translate English to German: That is good."

"Das ist gut."

"not acceptable"

"cola sentence: The
course is jumping well."

Unified language
modeling in NLP

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."”

Raffel et al. Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. JMLR 2020. 52



Aligning LLMs for recommendation

(1) Pure text-based

Sequential Recommendation

1 find the purchase history list of user_15466:

4110 -> 4467 -> 4468 -> 4472

T wonder what is the next item to recommend to the user. Can you help
me decide?

Rating Prediction

{wnm star rating do you think user_23 will give item_73912

Explanation Generation

Help Hong "0ld boy" generate a 5-star explanation about this product:
OtterBox Defender Case for iPhone 3G, 3GS (Black) [Retail Packaging]

you can protect your prescious
iphone more safe
broke immediately

Review Summarization

Give a short sentence describing the following product review from
Mom of 3 yo girl:

First it came with the packaging open and then as soon as my son
took it out it was so easily broken. Hopefully a little glue will fix it.

Direct Recommendation

Pick the most suitable item from the following list and recommend
to user_250 : \n 4915 , 1823, 3112, 3821, 3773 , 520, 7384,
7469 , 9318 , 3876 , 1143, 789, 595 , 3824 , 3587 , 10396 , 2766,
7498 , 2490 , 3232, 9711, 2975 , 1427 , 9923 , 3097, 3594 ,
6469, 9460 , 6956 , 9154

Multi-task Pretraining with Personalized Prompt Collection

Zero-shot Generalization to New Product & Personalized Prompt

Predict user_14456 's preference about the new product
(1 being lowest and 5 being highest ) : \n title : Hugg-A-Moon
\n price : 13.22 \n brand : Hugg-A-Planet

Multi-task alignment (P5)

-> general recommender

Geng et al. Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). RecSys 2022. 53



Aligning LLMs for recommendation

(1) Pure text-based

Rating / Review / Explanation raw data for Beauty

user_id: 7641 user_name: stephanie

item_title: SHANY Nail Art Set (24 Famouse Colors
Nail Art Polish, Nail Art Decoration)

review: Absolutely great product. I bought this for my fourteen year
old niece for Christmas and of course I had to try it out, then T
tried another one, and another one and another one. So much fun!
T even contemplated keeping a few for myself!

star_rating: 5

summary: Perfect!

Which star rating will user_{{user_id}} give item_{{item_id}}?
(1 being lowest and 5 being highest)

Based on the feature word {{feature_word}}, generate an
explanation for user_{{user_id}} about this product:
{{item_title}}

wiplarstion: ASOLUtaLY gEeRt pEodice feature_word: product Give a short sentence describing the following product review
T from {{user_name}}: {{review}}

L @)

Sequential Recommendation raw data for Beauty

user_id: 7641 user_name: Victor
purchase_history: 652 -> 460 -> 447 -> 653 -> 654 -> 655 -> 656 -> 8
-> 657 Here is the purchase history of user_{{user_id}}:
next_item: 552 {{purchase history}}
candidate_items: 4885 , 4280 , 4886 , 1907 , 870 , 4281 , 4222 , jisoronmen et ndsu e
4887 , 2892 , 4888 , 2879 , 3147 , 2195 , 3148 , 3179 , 1951 ,
s, 1982, 552 , 2754 , 2481 , 1916 , 2822 , 1325

T

: ()

Direct Recommendation raw data for Beauty
user_id: 250 user_name: moriah rose
target_item: 520
conions_gative w3744, Choose the best item from the candidates to recommend for
' the can
candidate_items: 4915 , 1823 , 3112 , 3821 , 3773 , 520 , 7384 , U AN
7469 , 9318 , 3876 , 1143 , 789 , 595 , 3824 , 3587 , 1039 ,
[ 2766 , 7498 | 2490 , 3232 , 9711 , 2975 , 1405 , 8051
8 (
T (©

Training on different task
prompts -> multiple
recommendation abilities.

Geng et al. Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). RecSys 2022. 54



Alig
(P

ure text-based

Table 6: Performance comparison on review summarization (%).

ning LLMs for recommendat

ion

Sports Beauty Toys
Methods
BLUE2 ROUGE1 ROUGE2 ROUGEL BLUE2 ROUGE1 ROUGE2 ROUGEL BLUE2 ROUGE1 ROUGE2 ROUGEL
TO (4-1) 2.1581 2.2695 0.5694 1.6221 1.2871 1.2750 0.3904 0.9592 2.2296 2.4671 0.6482 1.8424
GPT-2 (4-1)  0.7779 4.4534 1.0033 1.9236 0.5879 3.3844 0.6756 1.3956 0.6221 3.7149 0.6629 1.4813
P5-S(4-1) 24962  11.6701 2.7187 10.4819  2.1225  8.4205 1.6676 7.5476  2.4752  9.4200 1.5975 8.2618
P5-B (4-1) 2.6910 12.0314 3.2921 10.7274  1.9325 8.2909 1.4321 7.4000 1.7833 8.7222 13210 7.6134
Table 7: Performance comparison on direct recommendation.
et Sports Beauty Toys
“"°® HR@1 HR@5 NDCG@5 HR@I0 NDCG@10 HR@! HR@5S NDCG@5 HR@10 NDCG@10 HR@! HR@5 NDCG@5 HR@10 NDCG@10
BPR-MF 00314 01404 00848 02563 01220 00311 01426 00857 02573 01224 00233 01066 00641 02003  0.0940
BPR-MLP  0.0351 01520 00927 02671 01296 00317 01392 00848 02542 01215 00252 01142 00688 02077  0.0988
SimpleX 00331 02362  0.1505 03290 01800 00325 02247  0.1441 0309 01711 00268 0.1958 0.1244  0.2662  0.1469
P5-S(5-1) 00638 0209 01375 03143 01711 00600 02021 01316 03121 01670 00405 0.538 00969 02405  0.1248
P5-B(5-1) 00245 00816 00529 01384 00711 00224 0094 00559 01593 00780 00187 00827 00500  0.1543 00729
P5-S(5-4) 00701 02241 01483 03313  0.1827  0.0862 02448 0.1673 03441  0.1993 00413 01411 00916 02227 01178
P5-B(5-4) 00299 01026 00665 01708 00883 00506 01557 01033 02350 01287 00435 01316 00882 02000 01102
P5-$(5-5) 00574 01503 01050 02207 01276 00601 01611 01117 02370 01360 00440 0.1282 00865 02011  0.1098
P5-B(5-5) 00641 01794 01229 02598 01488 00588 01573 01089 02325 01330 00386 01122 00756 01807  0.0975
P5-S(5-6) 00567 01514 01049 0219 01269 00571 01566 01078 02317 01318  0.0451 01322 00889 02023 01114
P5-B(5-5) 00726 01955 01355 02802 01627 00608 01564 0109 02300 01332 00389 01147 00767 01863 00997

Single LLM -> Effective on various recommendation tasks

Geng et al. Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). RecSys 2022.

Table 3: Perf on r dation
& Sports Beauty Toys
Methods
HR@5 NDCG@5 HR@10 NDCG@10 HR@5 NDCG@5 HR@10 NDCG@10 HR@5 NDCG@5 HR@10 NDCG@10
Caser 00116 00072 00194 00097 00205 00131  0.0347 00176 00166  0.0107  0.0270 0.0141
HGN 00189 00120 00313 00159 00325 00206 00512 00266 00321 00221  0.0497 0.0277
GRU4Rec  0.0129  0.0086  0.0204 00110 00164  0.0099  0.0283 00137 00097  0.0059  0.0176 0.0084
BERT4Rec  0.0115  0.0075  0.0191 00099 00203 00124 0.0347 00170 00116  0.0071  0.0203 0.0099
00182 00122 00288 00156 00267  0.0163  0.0407 00208 00228  0.0140  0.0381 0.0189
SASRec  0.0233 00154  0.0350 00192 00387  0.0249  0.0605 00318 00463  0.0306  0.0675 0.0374
S-Rec 00251 00161  0.0385 00204 00387 00244 0.0647 00327 00443 00294  0.0700 0.0376
P5-5(23) 00272 00169  0.0361 00198 00503 00370  0.0659 00421 00648  0.0567  0.0709  0.0587
P5-B(2-3) 00364 00296  0.0431 00318 00508 0.0379  0.0664  0.0429 00608  0.0507  0.0688 0.0534
P5-S (2 00258 00159  0.0346 00188 0.0490  0.0358  0.0646 00409 00647  0.0566  0.0705 0.0585
P5-B (2 0.0387 00312  0.0460  0.0336 00493  0.0367  0.0645 0.0416 00587  0.0486  0.0675 0.0536
Table 4: P on 1 (%).
- Sports Beauty Toys
Methods
BLUE4 ROUGE1 ROUGE2 ROUGEL BLUE4 ROUGE1 ROUGE2 ROUGEL BLUE4 ROUGE1 ROUGE2 ROUGEL
Attn2Seq 05305 122800 12107 91312 07889 126590  1.6820  9.7481 16238 132245 29942  10.7398
NRT 04793 11.0723 1.1304 7.6674 0.8295 127815 1.8543 9.9477 19084  13.5231 3.6708 11.1867
PETER 07112 12.8944 1.3283 9.8635 11541 14.8497 2.1413 114143 1.9861  14.2716 3.6718 11.7010
P5-S(3-3) 10447 149048 2.1297 111778 12237 17.6938 22489  12.8606 22892 154505 36974  12.1718
P5-B(3-3) 1.0407  14.1589 2.1220 10.6096 09742  16.4530 1.8858 11.8765 2.3185 15.3474 3.7209 121312
PETER+  2.4627 24.1181 5.1937 18.4105 3.2606 5.9668 19.7168  4.7919  28.3083 9.4520 22.7017
P5-S(3-9) 14101  23.5619 5.4196 17.6245 1.9788 6.3678 19.9497 41222 28.4088 9.5432 22.6064
P5-B(3-9) 14689 235476 53926  17.5852 18765 60764 194488  3.8933  27.9916  9.5896  22.2178
13212 232474 5.3461 17.3780  1.9425 6.0551 19.5601  4.2764  28.1897 9.1327 222514
14303 233810 5.3239 17.4913 19031  25.1763 6.1980 19.5188  3.5861  28.1369 9.7562 22.3056
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Aligning LLMs for recommendation

(1) Pure text-based (P5)

Multi-scenario Recommendation: The items the user has
recently clicked on are as follows: {USER BEHAVIOR SE-
QUENCE}. In scenario {SCENE}, please recommend items.

Multi-objective Recommendation: The items the user has
recently clicked on are as follows: {USER BEHAVIOR SE- U R M

QUENCE}. Please find items that the user will {ACTION}.

Long-tail Item Recommendation: The items the user has
recently clicked on are as follows: {USER BEHAVIOR SE-

QUENCE}. Please recommend long-tail items. U n ify re C O m m e n d at i O n & S e a rC h

Serendipity Recommendation: The items the user has recently
clicked on are as follows: {USER BEHAVIOR SEQUENCE}.

Please recommend some new item categories.

Long-term Recommendation: The items the user has recently
clicked on are as follows: {USER BEHAVIOR SEQUENCE}.

Please find items that match the user’s long-term interests.

Search Problem: The items the user has recently clicked
on are as follows: {USER BEHAVIOR SEQUENCE}.

Please recommend items that match { QUERY }.

Jiang et al. Large Language Models Are Universal Recommendation Learners. arXiv: 2502.03041. 56



Aligning LLMs for recommendation

“Yos”

Large Language Model "

£ (Vicuna-7B)
This user has watched A S
. Predict the next movie this user will watch: Text Token Emb. User Emb. Text Token Emb. Item Emb. Text Token Emb.
LLM-based Recommender Mapping
LLM tokenization CIE
W O~ 7 Y & Emb. Look-up Collab. Model

Is textual information enough for alignment?

4 & ® 7® 9 10 1112 13 14 1516 17 18 19
N ER o A © © g © 10 1 2 18 14 1 5709 v & o EE oo g VIP5
] Explanation Generation
D><ch><I><T>  <1><0><E><d> ><19
16 17 18 19 14><t e Mountai
| i’
14><8><16><0:
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Aligning LLMs for recommendation

( Yes

|
Text Metadata ! — = e
(Vicuna-7B)
This user has watched A , ... Gone ‘
with the wind. Predict the next movie this user will watch:

4 A 4 A 4
LLM-based Recommender b VMopping 7
* LLM tokenization CIE
P T & Emb. Look-up !'_T:Zu'at':.'ﬁo'le_!

Items
0 1 - 3 w A
> 406
e ey et
4 & ® 7@ @ 10 1112 13 14 1516 17 18 19
I
£t o \
3 :
S EUR 4 7 § © 10 w 12 8B 4 6 L WK > >VIP5‘7 .8
g S,
Explanation Generation
<0><d><1><7> <1>. ><4> <3><19>

16 17 18 19 <14><1>

<2><14><B><16><0>
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Aligning LLMs for recommendation

(2) + Collaborative embeddings

Motivation:

Language modeling may not
capture collaborative
iInformation

High-order Connectivity for u4

Wang et al. Neural Graph Collaborative Filtering. SIGIR 2019.
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Aligning LLMs for recommendation

(2) + Collaborative embeddings

i

.y
&

*l*""

O
Solution: +

Aligning LLMs with
embeddings from o
traditional recommenders -

|

-1

60



Aligning LLMs for recommendation

(2) + Collaborative embeddings (LLaRA)

+ Pretrained item embeddings

p

(a) Text-only prompting method.

(b) Hybrid prompting method.

Input: This user has watched Titanic [PH], Roman Holiday
[PH], .... Gone with the wind [PH] in the previous. Please
predict the next movie this user will watch. The movie title
candidates are The Wizard of Oz [PH], Braveheart [PH],...,
Waterloo Bridge [PH],... Batman & Robin [PH]. Choose
only one movie from the candidates. The answer is

Input: This user has watched Titanic , Roman Holiday

embZ?], .... Gone with the wind in the previous. Please
predict the next movie this user will watch. The movie title
candidates are The Wizard of Oz
Waterloo Bridge |« ,... Batman & Robin . Choose
only one movie from the candidates. The answer is

, Braveheart | ¢ _—

s

| Output: Waterloo Bridge.

Output: Waterloo Bridge.

Liao et al. LLaRA: Large Language-Recommendation Assistant. SIGIR 2024.

Projector

A

61



Aligning LLMs for recommendation

(2) + Collaborative embeddings (LLaRA)

+ Pretrained item embeddings

GREGORY PECK
- e HEFa RN
) Roman €% gy

GONE WITH THE WIND

' Predict the next
movie this user
will watch:

This user
has watched

Titanic * 4

ENC-SR

ENC-SR

Projector

L2

Liao et al. LLaRA: Large Language-Recommendation Assistant. SIGIR 2024. 62



Aligning LLMs for recommendation

(2) + Collaborative embeddings (CoLLM)

+ Pretrained item embeddings + user embeddings

llYes"
m - Large La‘mguage Model T I._I:VI
(Vicuna-78) Prediction
N RS «
Text Token Emb.  User Emb. Text Token Emb. ‘Item Emb.  Text Token Emb. ® Not Frozen ¢
' f f € Frozen (Optional)

| | .
N Mapping Hybrid
LLM tokenization CE 75— Encoding

Text t <UserlD> &t <TargetitemID>

#Question: A user has ... following movies: <HisltemTitleList> ... the ... <UserID>. Using .... enjoy
the movie titled <TargetitemTitle> .... <TargetitemID>? Answer with "Yes" or "No". \n#Answer:

Prompt
Construction

Zhang et al. CoLLM: Integrating Collaborative Embeddings Into Large Language Models for Recommendation. TKDE 2025. 63



Aligning LLMs for recommendation

(2) + Collaborative embeddings (E4SRec)

Discard text;

Collaborative embeddings only

KNN for inference

Li et al. E4SRec: An Elegant Effective Efficient Extensible Solution of Large Language Models for Sequential Recommendation. WWW 2024. 64



Aligning LLMs for recommendation

e e e e Y T N “Yes”
Text Metadata [~ e

[ eta d : 1€ v 1 T Large Language Model  “gpf’

YT T T T TV T T T T TN 2 (Vicuna-7B) ’
This user has watched A S

. Predict the next movie this user will watch: Text Token Emb. User Emb. Text Token Emb. Item Emb. Text Token Emb.
LLM-based Recommender Mapping
LLM tokenization CIE

& Emb. Look-up Collab. Model

Sequential Recommendation

o & M %/ ol P \ | dtepuchmehimoylousetos: 4o 0 >3 IR sen N |
/T\ 406
/AN s mr——
£ L \ //
“ 6 6 96 A
/J\\\ \ /,T
P4 AR - ~
/ 1\ \ / it 0
/AN /) SN AN S VIP5
cmae® 0069 Hgoow ©O6ADG o |
/N N R N L )
I\ I\ | NN
/1IN N /\ \ oses
i i /
Do<t><><T>  <><BE>h> g @ g g B R b
AN /N .
‘,_,.“\\\ /IS Resisarce Band St with Door Anchor, Arkle S, Exrcise Char,a Resstance Band Carying Case g
<2><14><B><16><0>

+ External item tokens
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Aligning LLMs for recommendation

(3) + External item tokens

. ) Harry Potter
Motivation: 4

Tokens for language
modeling are not optimal
for recommendation.

Tokenizer

Harry Potter

Hua et al. How to Index Item IDs for Recommendation Foundation Models. SIGIR-AP 2023 66



Aligning LLMs for recommendation

(3) + External item tokens Maybe better?

. ) Harry Potter
Motivation: 4

Tokens for language
modeling are not optimal
for recommendation.

Tokenizer

Harry Potter

Hua et al. How to Index Item IDs for Recommendation Foundation Models. SIGIR-AP 2023 67



Aligning LLMs for recommendation

(3) + External item tokens (CLLM4Rec)

<user_i> writes review for <item j> ii The

Lipstick

| Pred. Head |

aearemned NAIVE @pproach:

LLM Backbone

—rmanad] ONE |D for each item

Q
@O D

<user_ i> has interacted with

Collab LLM ‘E

<item j> <item k>

<item 1>

Zhu et al. Collaborative Large Language Model for Recommender Systems. WWW 2024. 68



Aligning LLMs for recommendation

(3) + External item tokens (LC-Rec)

N

Ve

'
! ] i i o0
000 | Large Language Models Large 5 oo i Recommendation 2" (o) )
o OOO : Ca 383338 ' ntfgration 80 o OOOO
00~ P : 00000 : 000905 LC-Rec
o) OOOO : (e.g. LLaMA-7B) 3333805 A [ YD oS (éj o
TR i 0000
Language Tokens H Language Semantics Item Index Tokens ] Collaborative Semantics L and Collaborative Al
4 R , —
Item Titles, Description AcSeqpential l_te'f‘ Pl.'edl.ntmn X h (B. Explicit Index-Language Alignment )
CodeBook Based on the user’s historical interactions: Cant you provide (@ Correspunding 1)/ (iem) 7
[ Embeddin ] [S)2]e8][] [as|pa 2], .. = ten &
what to recommend to the user next? ~Hec [a5][b3][c.5 ][4.7] 4= [ Pokémon Moon — Nintendo 3DS |
Encoder E >

/)

Vector .

——

(c11. Asymmetric Item Prediction
Based on the user’s historical interactions:

[a5][e-2][c6]d7] [as][ba][c2]d1], ...

Quantization H

(E—

Uniform Sgmantic ~ {
Mapping ¢

>
Decoder

L g

[ Embedding |

predict the title of next item.
Pokémon Moon — Nintendo 3DS

~

rC 2. Item Prediction Based on User Intention

Suppose you are a search engine, now a user searches that:
The game has an open world environment....
can you select an item to respond to the user’s query?

[ C1-2. Asymmetric Item Prediction

Given the title sequence of user historical items:

[[Uttimate Workout ], [ Marvel Super Heroes | , ..

C. Implicit

a suitable next item.

-

oriented A

(C3.Per Preference Inference

Given the user's historical interactive items:

0531053 o s o o ey

what can be inferred about the preferences?

‘The user has recently been playing a

game that requires a hard disk drive j

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024.

+ Semantic IDs

(Similar items
have similar IDs)

69



Aligning LLMs for recommendation

(3) + External item tokens

i
ASAND
J5TRE D,

<<<<<<<<<<<<<<<<<

More complicated item tokens design

Hua et al. How to Index Item IDs for Recommendation Foundation Models. SIGIR-AP 2023 70



Aligning LLMs for recommendation

9 soe

This user has watched A
. Predict the next movie this user will watch:

LLM-based Recommender

Items

10 1112 13 14 1516 17 18 19

® ® § 9 10 1 2 18 14 15

<3><19>

<8 7 18 19 <Ado<is

“Yes”

LoRA Large L:fmguage Model \’
(Vicuna-7B)
Text Token Emb. User Emb. Text Token Emb. Item Emb. Text Token Emb.
Mappin,
LLM tokenization CIE Al

& Emb. Look-up Collab. Model

Sequential Recommendation
> 5603 l -

w [}

Direct Recommendation

: s e g e
217 =
B oo P o e e B VIP5 B

Explanation Generation
45 Good for those small
exercises that one can't

do with freeweights

aryig e S8

+ Multimodal information
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Aligning LLMs for recommendation

(4) + Multimodal information

Motivation:

Human make decisions with
multimodal information.

72



Aligning LLMs for recommendation

(4) + Multimodal information

Video-Chat

Motivation:

I i -
Qwen2.5-Omni Talker

0O000000.-00000
000..00000
0000000000

Qwen2.5-Omni Thinker

0o00ODED..DEEOO

Post-trained LLM can =]
understand multimodal | _ e
: : — &
Information

Qwen2.5-Omni

Qwen2.5-Omni Technical Report. 73



Aligning LLMs for recommendation

(4) + Multimodal information

Language Response X, . ’ .

Language Model f¢

- Aligning vision and
ajajagalala . .
Projection W~ 1 1, bH, language with a projector

Vision Encoder

X, Image X Language Instruction

Liu et al. Visual Instruction Tuning. NeurlPS 2023. 74



Aligning LLMs for recommendation

(4) + Multimodal information (VIP5)

-> 5603 I

quential Rec
4011 ->3531 . ->5632 ©
—

| find the purchase history list of user_1035 :

->5633 Kj -> 5634 1 wonder what is the next item to recommend to the user . Can you help me decide ?

Direct Recommendation

7162 é*‘ /10964 g

Pick the most suitable item from the following list and recommend to user_251 :

i oy .‘ 9910 ,2317 E‘[‘§I
4541 W] . = i 1

5709 il 26 &

615 T
Os

VIP5

Diff between P5;

PETDANE—°° —

Good for those small

Explanation Generation
Based on the feature word exercises , generate an explanation for user_45 about this product : Black Mountain Products

: . o p . L
Resistance Band Set with Door Anchor, Ankle Strap, Exercise Chart, and Resistance Band Carrying Case \‘b

Gen et al. VIP5: Towards Multimodal Foundation Models for Recommendation. EMNLP 2023 (Findings).

—> exercises that one can't
do with freeweights

"~ Pair text with its image
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Aligning LLMs for recommendation

(4) + Multimodal information (VIP5)

Adapter ¢
P5 Encoder
Token pick the most suitable item for user 25 il 7al We2ll =i -2 a5 A F<is>l [<ia> 23 17 <i5>  <i6>
+ + + + + + + + + + + + + + + + + + + + + + + + +
Position <pl> <p2> <p3>  <p4> <pS> <p6> <p7> <p8> <p9> <pl@> <pll> <pl2> <pl3> <pld> <pl5> <pl6> <pl7> <pl8> <pl9> <p20> <p21> <p22> <p23> <p24> <p25>
+ + + + + + + + + + + + + + + + + + + + + + + + +
<s> 23
Whole-word <wl> <w2> <w3> <w4> <W5>  <wW6> <W7> <w8> <w9> <wl@> <wll> <wl12> <w13> <W1l4> <W15> <wWl6> <W17> <W18> <wl9>
+ ¥ + + + + + * + + + + + + + + + + + + + + * + +
Category <c-text> <c-visual> <c—text> <c-visual> <c—text> <c-visual> x::i":;‘l’fr'e (a)
’é ¢ =z g
. " " =K - .
Pick the most suitable item for user_251 : 7162 ,2317 =].‘ ‘:‘.,\:s . CLIP Image . D s _‘!hiual
Encoder akens
L
Multimodal Personalized Prompt b) EéE <i5> <i6> ((_)
\b) T ()

Alignment with
projector

Gen et al. VIP5: Towards Multimodal Foundation Models for Recommendation. EMNLP 2023 (Findings).
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Aligning LLMs for recommendation

(4) + Multimodal information (VIP5)

A-9 B-8 Cc-12
0.07 0.10 2.00
W Text M Multimodal L W Text B Multimodal W Text M Multimodal

0.05 0.08 1.50
7o} 0
3 3 5
O 0.04 o 0.05 3 1.00
[a) [a] o
z z

0.02 0.03 0.50

0.00 0.00 0.00

Clothing Toys Beauty Sports Clothing Toys Beauty Sports Clothing Toys Beauty Sports

Figure 3: Performance comparison between text-based prompt and multimodal prompt.

Multimodal information is important

Gen et al. VIP5: Towards Multimodal Foundation Models for Recommendation. EMNLP 2023 (Findings). 77



Aligning LLMs for recommendation

________________ N “Yes”

{ Titanic Roman Gone with,
Text Metadata ™1 ™ Holiday the wind | im Large Language Model ‘7

_______________ (Vicuna-7B)

This user has watched T tani , Roman Holiday, ... Gone T
with the wind. Predict the next movie this user will watch: Text Token Emb. * Text Token Emb. _L Text Token Emb.
LLM-based Recommender - T
W LLM tokenization (o] S S—
o N A & Emb. Look-up i Collab. Model |

. . . Ngs
Information tailored for recommendation matters! 5

% LN 7 AV G W W A ) A 4
/f\ 5 6 78 @ 1 ’1‘1\12 13 /1,‘4\\ % //j‘\x /{1\ ....................
/ / \ //|\ /1\\ Z/INNZARN ~
\. doobs /[ \\ ¢deceren/ [ |\ PR
/o \ / oA : -
d © 1 B 2 1 14 5 o & om0 Foen GE 0 ﬂ .3 5",% e R VIP5 LiL}
N\ V/II\N J
/ N\ dddsvve
/[ 1\ | «planation Generation
{ <3><19>
<4><t> 25
Door Anchos, Akl Seap, Exrcse Ci amymcne St

+ External item tokens + Multimodal information
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Part 1: LLM as Sequential Recommender

(iii) Training objective & inference

7S



Training objective

(1) Supervised finetuning (SFT)

| have watched Titanic, Roman Holiday, ... Gone with
the wind. Predict the next movie | will watch:

80



Training objective

(1) Supervised finetuning (SFT)

| have watched Titanic, Roman Holiday, ... Gone with
the wind. Predict the next movie | will watch:

Prediction

81



Training objective

(1) Supervised finetuning (SFT)

| have watched Titanic, Roman Holiday, ... Gone with
the wind. Predict the next movie | will watch:

Prediction

82



Training objective

(1) Supervised finetuning (SFT)

Lspr(0) = —E(z9)~D [Z log| Py (y: | y<t)|]

Always predict the next token

83



Training objective
(2) Preference learning

RLHF

REWARD

LLMs are trained to align
human preferences

Recommendation is about
user preferences

84



Training objective

(2) Preference learning

| have watched Titanic, Roman Holiday, ... Gone with
the wind. Predict the next movie | will watch:

@ > Harry Potter Q

Rafailov et al. Direct Preference Optimization: Your Language Model is Secretly a Reward Model. NeurlPS 2023. 85



Training objective

(2) Preference learning . _ . o (g T2 _ 51 ez )]

7rref(ep|1:u) B Wref(edlxu)

| have watched Titanic, Roman Holiday, ... Gone with
the wind. Predict the next movie | will watch:

@ > Harry Potter Q

Rafailov et al. Direct Preference Optimization: Your Language Model is Secretly a Reward Model. NeurlPS 2023. 86



Training objective

(2) Preference learning

X: “After watching [History Sequence], which movie do you think the person will choose next from [Item List]?”

Supervised Fine-Tuning Direct Preference Optimization Softmax-DPO
L ip i ip id1 id"
Autoregressive g Pairwise ; — S\ | softmax
Loss Ranking Loss 'Hlanking Loss
D ——— LM ——- ¢ LM . : ' —
G —- 1
Fali'\«:zr F(:&der ___________ Trulls- ,'
Target Item Pairwise PreferencefData Multi-Nepative Preference Data

Chen et al. On Softmax Direct Preference Optimization for Recommendation. NeurlPS 2024. 87



Training objective

(2) Preference learning

X: “After watching [History Sequence], which movie do you think the person will choose next from [Item List]?”

Supervised Fine-Tuning Direct Preference Optimization Softmax-DPO
7 i, - i, -
Autoregressive g Pairwise ; Softmax
Loss Ranking Loss Hanking Loss
B ———— LM —— LM 4

God God

Father Father,

Target Item Pairwise PreferencefData Multi-Nepative Preference Data

mo(ed|Tu) mo(ep|Tu)
Ls_ppo(me; Tret) = —E(z, e,,64)~D |logo | —log exp (5 log ———5 — Blog ——=~
( ) ed;&d ﬂ'ref(ed|xu) Wref(6p|$u)

Chen et al. On Softmax Direct Preference Optimization for Recommendation. NeurlPS 2024.



Training objective

DeepSeek-R1-Zero average length per response during training

(3) Reinforce learning .

6000

4000

Average length per response

2000

Emergent reasoning o
capabilities through RL

0 2000 4000 6000 8000
Steps

Question: If a > 1, then the sum of the real solutions of va — vVa+x = x is equal to
Response: <think>
To solve the equation va — Va+x = x, let’s start by squaring both - - -
2
(w/a—\/a+x) =x? = a-Va+x=x2

Rearrange to isolate the inner square root term:

JGRPO(O) = ]E[q ~ P(Q)/ {oi}lil ~ T4 (O|Q)] (a-x)?=a+x = a®-2ax®+(x?)?=a+x = x*-2ax* -x+(a®-a) =0
G
1 . g (O' |q) . g (O‘ |q) (1) Wait, wait. Wait. That’s an aha moment I can flag here.
E Z (mm ( (l | )Ai’ Cllp (l | ) ’ 1- £, l+e¢ Ai - ﬁ]DKL (7[9 | |7Tref) 7 Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
i=1 Toqq L 0i1q T,1a \0ilq We started with the equation:
Va-+va+x=x
Dy, (71'9”71’ f) - jtref(oi|q) _ Tref (oilq) _ (2) First, let’s square both sides:
" mo(oilq) mo(oilg) a-vatx=x = Vatx=a-x’

Next, I could square both sides again, treating the equation: - - -

DeepSeek-Al et al. DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning. arXiv: 2501.12948.
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Training objective

(3) Reinforce learning

Prompt Template for REC-R1 + Dense Retriever (Product Search)

RL Training
«—

(T You are an expert in generating queries for dense retrieval. Given a customer
- query, your task is to retain the original query while expanding it with
Reward SIQnaI additional semantically relevant information, retrieve the most relevant
products, ensuring they best meet customer needs. If no useful expansion is
W = needed, return the original query as is.
I - »
Large -— Below is the query:
Language *~ {user_query} ~~*
Text RecSvys <|im_start|>system
Model \ Y ), You are a helpful AI assistant. You first think about the reasoning process
in the mind and then provide the user with the answer.
Inference <|imend|>
<|im_start|>user
[PROMPT as above]
max ]E a S Show your work in <think>\think> tags. Your final response must be in JSON
~ ~ * format within <answer>\answer> tags. For example,
s~p(s),a~Ttg\a|s
0 <answer>
{ "query”: xxx }
</answer>.

Maximize the reward from i
recommender system

<think>

Lin et al. Rec-R1: Bridging Generative Large Language Models and User-Centric Recommendation Systems via Reinforcement Learning. arXiv: 2503.24289v1. 90



Inference

(1) Beam Search

Generating answers with the
top-k highest scored beams

91



Inference

(1) Beam Search

It may generate invalid items

In RecSys .
No Hallucination permitted!

o2



Inference

(2) Constrained Beam Search

Valid items:
Waterloo Bridge, Waterfall
Story, and Waterloo War

How to make the generated
items always valid?

93



Inference

(2) Constrained Beam Search

Valid items:
Waterloo Bridge, Waterfall
Story, and Waterloo War

fall

War

Constrained search tree

94



Inference

(2) Constrained Beam Search

| have watched Titanic, Roman Holiday, ...
Gone with the wind. Predict the next movie
| will watch:

95



Inference

(2) Constrained Beam Search

| have watched Titanic, Roman Holiday, ...
Gone with the wind. Predict the next movie
| will watch:

P

0.8

P=0.2
fall

96



Inference

(2) Constrained Beam Search

P=1
| have watched Titanic, Roman Holiday, ...
Gone with the wind. Predict the next movie P=0.8
I will watch:
P=0.9

P=0.2
fall
P=0.1
War

)/



Inference

(2) Constrained Beam Search

| have watched Titanic, Roman Holiday, ...
Gone with the wind. Predict the next movie
| will watch:

Valid Item!

98



Inference
(3) Special design
S(h<t) = S(h<t—1) + log(p(ht|z, h<t—1)),

S(h) = S(h) Length penalty in beam search;

Human does not like over long sentences.

Redundant for recommendation

Bao et al. Decoding Matters: Addressing Amplification Bias and Homogeneity Issue for LLM-based Recommendation. EMNLP 2024. 99



Inference

(3) Special design

S(h<t) = S(h<t—1) + log(p(ht|x, h<t-1)),

Remove length penalty

Baseline

]Instruments Books CDs  Sports Toys Games

0.1062 _ 0.0308 0.0956 0.1171 0.0965 0.0610 .
Imp when removing

L
- RLN

0.1111 0.0354 0.1190 0.1215 0.1025 0.0767
0.1093 0.0353  0.1000 0.1200 0.0975 0.0659

- TFA

0.1086 0.0309 0.1115 0.1192 0.1006 0.0732

Bao et al. Decoding Matters: Addressing Amplification Bias and Homogeneity Issue for LLM-based Recommendation. EMNLP 2024. 100



Part 1: LLM as Sequential Recommender

(iiii) Efficiency

101



Efficiency

A crucial question in real-world deployment

@ *=]
®

Training Inference Model-Size
Efficiency Efficiency Efficiency
Slow training High inference cost Large model size

process
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Efficiency

A crucial question in real-world deployment

@ Training efficiency:
@ LLM: update by months

Training inference  Model-Size  Racommender: update by hours

Efficiency Efficiency Efficiency

Slow training High inference cost Large model size
process

103



Efficiency

A crucial question in real-world deployment

@ Inference efficiency:
@ LLM: wait for seconds

Training Inference  Model-Size  Racommender: wait for milliseconds

Efficiency Efficiency Efficiency

Slow training High inference cost Large model size
process

104



Efficiency

A crucial question in real-world deployment

@ Model-size efficiency:
@ LLM: serve for millions

Training nference . ModelSize  Racommender: serve for billions

Efficiency Efficiency Efficiency

Slow training High inference cost Large model size
process

105



Efficiency

(1) Training efficiency

Source #Examples
Training
Stack Exchange (STEM) 200
Stack Exchange (Other) 200
wikiHow 200
Pushshift r/WritingPrompts 150
Natural Instructions 50
Paper Authors (Group A) 200
Dev
Paper Authors (Group A) 50
Test
Pushshift r/AskReddit 70
Paper Authors (Group B) 230

B | IMA wins

. Tie

LIMA Loses

Alpaca 65B 26%

DaVinci003 35%

BARD (April) 42%

Claude (April) 54%

GPT-4 (April) JRERZS 57%

0% 25% 50% 75%

100%

Less is more for alignment

1k high quality examples ->

Surpass large scale training

Zhou et al. LIMA: Less Is More for Alignment. NeurlPS 2023.
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Efficiency

(1) Training efficiency

Effort Score Calculation
[sl.n,n,:g;te}_.['"zzz:':e - (G Select the most informative

Calculation

Sampl?s ? — training exa m p | eS - )

__________________________ 1 - - after training

most
influential

[

Games Reducing 95% training time

R@107 R@207 N@107 N@207] Time|

Full 0.0169 0.0233 0.0102 0.0120 36.87h
DEALRec 0.0181 0.0276 0.0115 0.0142 1.67h
% Improve. 7.10% 18.45% 12.75%  18.33% | -95.47%

Lin et al. Data-efficient Fine-tuning for LLM-based Recommendation. SIGIR 2024. 107



Efficiency

(2) Inference efficiency

Autoregressive paradigm in LLM

-> huge time on the decoding stage

B Decoding (91%)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025. 108



X

Efficiency

(2) Inference efficiency

Draft Model Step1

v
ek & [
X

S

[2[<=>[2]@]2]

2

Step2 Step3

a1||b1 a1||b2 Cq
31"b2 a1l!b2 2]
a4||b3 a4||b3 Ci

a2
a}-tbs—e] [a]  [ad

Verify @Verify

Target Model  Stepix Step2

Step3

Speculative decoding:

{ivw  Decoder acceleration with a
[ed

small-size draft model

N-to-K Verification of SD with Beam Search (N=K=3)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025. 109



Efficiency

(3) Model-size efficiency

Group Type A: MLP Group Type B: Multi-head Attention

Down Projection

g ’

N -

Gate Projection  Up Projection Head 1 " Headn
o0
—"‘ /I X LS
Setad / \
e 7 \,
Al 4 AN
iy ¥ “x
Query Key Value

Similar performance with

0.6% parameters

Tasks
Method #Params TNEWST IFLYTEK] CSL
Mé6-base 327M 0.598 0.631 0.852
ALBERT-zh-base 12M 0.550 0.564 0.785
M6-Edge 10M 0.552 0.586 0.831
-7h-tiny 4M 0,034 0,488 0750
Mé6-Edge, Pruned 2M 0.537 0.559 0.798

Ma et al. LLM-Pruner: On the Structural Pruning of Large Language Models. NeurlPS 2023
Cui et al. M6-Rec: Generative Pretrained Language Models are Open-Ended Recommender Systems. arXiv: 2205.08084. 10



Efficiency

(3) Model-size efficiency

h"IL

ht Ry Adapter &

LLM (LLaMa) /ﬂm‘%m e h;
== S| M |learns from LLM

b-th Block o, b-th Block LoRA® |
: 4 Dass Diorms a :
. Distillation .
K x LoRAY | . | [TIT1+H—C
ith Block AR I X th Block [LoRA®) - CTTT . 2 " .
: /»ED:EP—’EEEEk\ = > Adapter fiaieic
o wen o o WIth Hard label + soft label
F o
Adapter:# Prompt Prompt Adapter & h;
t i o i i i i s t
ID Embedding - ) S Pretrained ID Embeddil%g Layer 3
[OJCIORXC) (OJCIORXC) &
Sequence IDs Sequence IDs Candidate item
Teacher Model Student Model

Xu et al..SLMRec: Distilling Large Language Models into Small for Sequential Recommendation. ICLR 2025. m



Efficiency

(3) Model-size efficiency

Table 3: Experimental results (%) on the Music and Sport dataset.

Music

Sport
Model, ‘ HR@1 HR@5 NDCG@5 MRR ‘ HR@1 HR@5 NDCG@5 MRR | Rank
Caser 071 328 1.96 229 1.05 375 239 284 | 1350
GRU4Rec 1.89 322 2.57 3.08 526 775 6.52 708 | 10.13
BERT4Rec 2.10 3.16 2.64 3.11 481 6.70 5.79 626 | 10.63
SASRec 1.82 572 3.79 451 470 8.43 6.59 724 | 875
HGN 2.01 5.49 3.82 4.17 3.42 6.24 4.83 530 | 1050
LightSANs 1.05 4.06 2.54 300 | 5.8 8.94 7.07 772 | 825
S3_Rec 2.48 737 494 4.68 4.14 8.49 6.89 735 | 688
DuoRec 1.84 450 3.19 3.04 | 413 8.81 7.03 664 | 9.13
MAERec 2.19 6.35 467 396 | 401 8.35 6.65 698 | 8.63
Open-P5 435 8.12 6.74 - 5.49 8.50 6.92 R 533
E4SRec 5.62 9.29 7.50 7.98 6.40 9.67 8.05 870 | 175
E4SRecs 5.46 8.86 721 774 | 548 8.63 7.06 776 | 3.63
E4SRecy
SLMRecics | 572 9.15 7.48 803 | 6.62 9.83 8.25 889 | 125
Method | Tr time(h) I Inf time(h)l | Tr params (B) I Inf params (BI
Open-P51.1.aMa 0.92 4942 0.023 7.237
E4SRec 3.95 0.415 0.023 6.631
SLMREC4 g 0.60 0.052 0.003 0.944
—— —

Xu et al..SLMRec: Distilling Large Language Models into Small for Sequential Recommendation. ICLR 2025.

Reduced model-size;

Reduced inference time

12



Part 1: LLM as Sequential Recommender

(1) Early efforts: pretrained LLMs for rec
(2) Aligning LLMs for recommendation

- Pure text-based - Collaborative embeddings
- External item tokens - Multimodal information

(3) Training objective & inference

Training: SFT, DPO, RL; Inference: (constrained) beam search
(4) Efficiency

Data efficiency; Inference efficiency; Model-size efficiency

13



Part 2: LLM as Conversational Recommender

n4



Conversational Recommender System (CRS)

e Recommendations with multiple turns conversation
e [nteractive; engaging users in the loop

. I want to buy a laptop.
- T

Sure, which OS do you use? ] =

Windows or MacOS?

G

X1 Item: T-shirt
N Price: $20 e

Item: Computer Sufficient instructions a ‘
Price: $1800 & Explicit preferences

&é Item: Shoe :> { OK, I will recommend Macbook }

MacOS will be good. It should be
suitable for video editing tasks.

N

Seroll Down Price: $80 Pro with M2 chips to you. [Link] |
& Click
—— More user efforts . It seems too expensive, do you
{SIIS0CKS 4 | have other recommendations?
Price: $2

Yeah, Macbook Air with M2 chips
also provides good abilities.

@

Conventional List-wise
Recommender Systems

Chen et al. All Roads Lead to Rome: Unveiling the Trajectory of Recommender Systems Across the LLM Era. arXiv.2407.10081 TI 5



Paradigms of CRS before the era of LLM

Attribute-based

Attribute-based
question answering

[ Existing conversation ]

)

&) { Ask about attribute 1

Answer with preference '
-

[ Recommend J

Provide feedback

T | Recommend |

Refuse and complete

User Simulator C] Conversational Recommendation System

Wang et al. Rethinking the Evaluation for Conversational Recommendation in the Era of Large Language Models. EMNLP 2023. 116



Paradigms of CRS before the era of LLM

Attribute-based Free-form

Attribute-based Free-form
____________ question answering .. . S
[ Existing conversation ] [ Existing conversation ]
. :
{ Ask about attribute 1 ‘[[ Chit-chat ] |
Answer with preference I Chit-chat )
wer with p ) 4 ‘
[ Recommend J ) ‘[ [ Invoke a clarification ] ,
Provide feedback & Talk about preference &
3 S
I [ Recommend | _ L;%I[ Recommend J _
Refuse and complete - Accept and complete ;

User Simulator C] Conversational Recommendation System

Wang et al. Rethinking the Evaluation for Conversational Recommendation in the Era of Large Language Models. EMNLP 2023. 117



Paradigms of CRS before the era of LLM

Features: Task-specific conversational recommenders,
trained on limited conversation data.

18



Paradigms of CRS before the era of LLM

Features: Task-specific conversational recommenders,
trained on limited conversation data.

Lack of world knowledge.

Requirement of complicated strategies.
Incompatible natural language generation abilities.
Lack of generalization capabillities.

19



Paradigms of CRS before the era of LLM

Traditional CRS: KBRD

e End-to-end conversational e T
recommender system 'aog;w | "
e Switching between conversation ey Loy = :
and recommendation STy GRS
e External knowledge from g T o y

>| network |<

knowledge graph I

Response

Chen et al. Towards Knowledge-Based Recommender Dialog System. EMNLP 2019. 120



Example

LLM as conversational recommender

@ 3

https://www.amazon.com/Rufus/ ]21



LLM as Conversational Recommender

Framework (RecLLM)

User

—— Conversation with users
Manager .
via LLMs
)

User
@ Profile

Friedman et al. Leveraging Large Language Models in Conversational Recommender Systems. arXiv:2305.07961.
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LLM as Conversational Recommender

Framework (RecLLM)

User

Candidate Set

]

|

Dialogue
Manager | recommen dation
request
LLM @

User
@ Profile

Recommendation
Engine

Recommendation
via tools

Friedman et al. Leveraging Large Language Models in Conversational Recommender Systems. arXiv:2305.07961.

123



LLM as Conversational Recommender

Framework (RecLLM)

User

Recommen: dation Candidate Set
Slate = Ranker [@ . .
= ="t Fine-g d
= I E} ine-graine
®© | | reranking via LLMs
explanations
Dialogue
conversation Manager recommendation Recommendation
request Engine
LLM @
®

User
@ Profile

Friedman et al. Leveraging Large Language Models in Conversational Recommender Systems. arXiv:2305.07961.
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LLM as Conversational Recommender

Framework (RecLLM)

Recommendation
User Slate

Simulator

LLM

®

@

S — conversation
B e EE—

O,

User

Ranker

LLM

Evaluation via LLMs

Candidate Set

explanations

Dialogue

25

|

Manager recommendation
request
LLM

User
@ Profile

Friedman et al. Leveraging Large Language Models in Conversational Recommender Systems. arXiv:2305.07961.

Recommendation
Engine

125



LLM as Conversational Recommender

LLMs as zero-shot CRS

U B ]

[User]: | love Back to the Future, any recommendations?
You would love Terminator! :[System]
[User]: Whois in it?
Arnold Schwarzenegger! :[System]
[User]: Did they make a new Terminator?
Yes, there is a new Terminator movie. :[System]
Have you seen the trailer for it?
[User]: |also need a sci-fi movie with my family,
it should be lighthearted and enjoyable.

Pretend you are a movie
recommender system. I will
give you a conversation
between a user and you (a
recommender system).

T 7

Based on the conversation,
you reply me with 20
recommendations without
extra sentences.

—F — f.
@

Here is the conversation:
r

1

7S

[BLANK] :[System] )

Prompting

U b WN R

Guardians of the Galaxy
The Lego Movie

Men in Black

WALL-E

The Fifth Element ...

O

. MOVIE_320442
. MOVIE_352933
. MOVIE_435849
. MOVIE_235802
. MOVIE_239823 ...

Uus WN R

Processing

How powerful are LLMs for zero-shot CRS?

He et al. Large Language Models as Zero-Shot Conversational Recommenders. CIKM 2023.
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LLM as Conversational Recommender

LLMs as zero-shot CRS

N 1 eUNdIA
| 1|
2 | | I 3zive
o O ] sHon
3 SN I 4593
oSS F aue
L viaey
3 e
m = o m o o o
g 8 8 8 8 8
o wn < m ~N -

[ ] BUNDIA

a
N %ﬁ_é
W Syoiun
5 - S— 4593
Z I quay
AR E— T
i < “} el
i s & & o
< (o] ~ -
SOLIH#

!
.
.% syoun
-4 [N i )
< SO auey
FvIaay
EESSSSSSNSSSSS S jeiaun
o o m o o o
3 8 3 8 ]
a s ] ] 2

BUNDIA
3zive
Syoun
\ 4SO
ERSERNNRN] Fauad
NINEN FvIasy
b IBIALL

ReDIAL

o
2 =
4 -
o
m ENSNSNSSNTE 459
= ESSSSSSNSSNT quay
]
B 0 R <t e
° n ° " °
) n =
TOLIH#

Can surpass traditional CRSs!
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LLM as Conversational Recommender

LLMs as zero-shot CRS

INSPIRED ReDIAL

Reddit

INSPIRED ReDIAL Reddit
| —l 1 —l

| —l

Towards better LLM-based CRS?

Trivial 51

2 w oy
2262
g QQ
Q ¥ X F
-4 =

Can surpass traditional CRSs!

He et al. Large Language Models as Zero-Shot Conversational Recommenders. CIKM 2023.
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LLM as Conversational Recommender

+ Demonstration

Conversation History

2 Good Evening.

o
= ?
Hi. How can | help you?

Hi. I'm in mood of horror.
Can you recommend me some
creepy and scary movies? I'm
really interested in some thing
like the new Annabelle (2013).

Traditional Approach

Conversation History

Demonstration-augmented CRS

Conversation History

Retrieved Demonstrations

£ Example 1 w
@ Hi. I'm looking for a movie g

recommendation.

It's good time to watch
horror movies.

Hello. What kinds of
ovies do you like ?

Can you recommend me
some horror movies such as The
Conjuring (2013) ?

specific recommendations ?

Then | would
recommend you to watch
IT (2017). It is a scary

'
\
|
|
|
|
|
\
|
.
i g Sure. Do you have any

|
|
|
]
( |
1
| recommend you to '
check The Nun (2018) which is| :
also directed by James Wan. i

v

{ movie with good plots. b

Prompting with
previously successful
conversation

Traditional CRS Models

I have not seen that movie
e before.

Then you should watch The Nun (2018) and IT (2017).
They are very good scary movies

Dao et al. Broadening the View: Demonstration-augmented Prompt Learning for Conversational Recommendation. SIGIR 2024.

' Relevant conversation

history helps!
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LLM as Conversational Recommender

+ Knowledge graph

User Preference

&) E TN pree— N RPN Recommendation-spe
O ) P

( conventional CRS |

e\ =meser | CIfIC KNnOWledge graph

' F{[ ] 2 % helps

Graph Encoder Explainable
Knowledge Graph [ Xp!
\ ) User Preference

Our Solution

Qiu et al. Unveiling User Preferences: A Knowledge Graph and LLM-Driven Approach for Conversational Recommendation. arXiv:2411.14459 130



LLM as Conversational Recommender

+ Collaborative information

Item Pop. From Data

The Dark

Q Knight

Black
Panther

I
IR

Item Pop. From LLMs

(a) Before RTA

Item Pop. From Data

The Dark

Knight <

Black
Panther .~

|

7

Item Pop. From LLMs

(b) After RTA

Collaborative information
(e.g., popularity) helps LLMs
fit the real distribution in CRS

He et al. Reindex-Then-Adapt: Improving Large Language Models for Conversational Recommendation. WSDM 2025. ]3]



LLM as Conversational Recommender

Challenges - Datasets

Public datasets for CRS are limited, due to the
scarcity of conversational products and real-world
CRS datasets

132



LLM as Conversational Recommender

Challenges - Evaluation

Traditional metrics like NDCG and BLEU are often
insufficient to assess user experience

133



LLM as Conversational Recommender

Challenges

What is the form of LLM-based CRS products?

ChatBot? Search bar? Independent App?

134



Part 2: LLM as Conversational Recommender

(1) LLMs show potential in CRS

(2) LLM-based CRS can be improved with:
demonstration, collaborative information ...
(3) Challenges in LLM-based CRSs:

dataset, evaluation, and product

135



Part 3: LLM as User Simulator
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User simulators before the era of LLM

RL-based user simulator

A R SRR R R R R S S R SRR R S S R reinforcement learning with ANC
H A

GAN-SD ------~ * customer generator : interaction generator < H ig h S a m pI i n g CO St

'rtulai (l:ulstomer virtlllall ;llatform L . .

— Overfitting risks
Training instability

interaction data ———— discﬁf;l;iill;tor — virtu;ll""data L i m i te d a Cti O n S p a Ce

Figure 1: Virtual-Taobao architecture for reinforcement learning.

Shi et al. Virtual-Taobao: Virtualizing Real-world Online Retail Environment for Reinforcement Learning. AAAI 2019.
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LLM as User Simulator

Generative agents
Perception

Look at the sky,
do you think it
will rain tomorrow?
If so, give the
umbrella to me.

Planning

Memory Knpwledge

Gl e Memory

Decision Making
Planning

M
SH Action

a 4O
Lo\ -

G EE

Reasoning from
the current weather
conditions and the
eather reports on
the internet, it is
likely to rain
tomorrow. Here is
your umbrella.

Generalize / Transfer

Xi et al.The Rise and Potential of Large Language Model Based Agents: A Survey. arXiv: 2309.07864. 138



LLM as User Simulator

Generative agents for recommendation

Human-like behavior

“."%  Abundant action space
oE @ § Reduced training cost

Zhang et al. On generative agents in recommendation. SIGIR 2024. ]39



LLM as User Simulator

Generative agents for recommendation

(Rec

ecommendation

Algorithm

3 > Next Page

Page-by-Page Recommendation

Movie Profile

Quality ( Popularity

Movie Summary

User Profile

Conformity

Unique Tastes

Spider-Man: Into the Spider-Verse
(2018)

4 Quality: 4.19 Popularity: 174 views
Summary: Miles Morales gains

LSien superpowers after being bitten by
a spider and becomes the unique
Spider-Man.

Iron Man (2008)

Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony
Stark creates a unique weaponized
suit of armor to fight evil.

i N
N
Memory
Retrieval
I

Profile Module
Memory Module

=
Action Module

Diversity

Memory
Writing

'4\
Feeling
Interview

Realworld-like
simulation paradigm

e 1000 users
e Page-by-page

simulation

Zhang et al. On generative agents in recommendation. SIGIR 2024.
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LLM as User Simulator

Generative agents for recommendation

—

R

ecommendati
Algorithm

r———=
| s L] > Next Page

User Profile

Unique Tastes

J > Activity Conformity Diversity

Iron Man (2008)

Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony
Stark creates a unique weaponized
suit of armor to fight evil.

~ -
Movie Profile ! {
( \ | |
Quality Popularity |
b 4 [
[

Movie Summary : }
__________________ /. N
Page-by-Page Recommendation N

Spider-Man: Into the Spider-Verse
. (2018) Memory
Quality: 4.19'Popularitv: 171? views Retrieval
Summary: Miles Morales gains
LSS superpowers after being bitten by
e a spider and becomes the unique
Spider-Man. Z

Profile Module

Memory Module

Factual Memory

Emotional Memory
=

Action Module

View & Rate & Response
Satisfaction Generation
Next / Exit

Memory
Writing

'\
Feeling
Interview

Realworld-like
simulation paradigm

e 1000 users
e Page-by-page

simulation

Zhang et al. On generative agents in recommendation. SIGIR 2024.
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LLM as User Simulator

Generative agents for recommendation

Movie Profile

( User Profile A
[
[

- Activity Conformity Diversity

*************** Realworld-like
e N — | simulation paradigm

[ quality | [ Popularity |

[ TN 5 \
Recommendation Page-by-Page Recommendation ) Profile Module |
Algorithm Spider-Man: Into the Spider-Verse — :

. (2018) Memory Memory Module b |
PR Summary: Miles Morales gains |
|

|

|

|

Quality: 3.82 Popularity: 261 views |

|

S50 superpowers after being bitten by
e a spider and becomes the unique
e Page-by-page
Summary: Billionaire engineer Tony Writing
Stark creates a unique weaponized

Action Module

Memory

Feeling
Interview

Spider-Man.
= 7 p> a »
L L e ——— Z/FIQ N simulation
7/

Zhang et al. On generative agents in recommendation. SIGIR 2024. ]42



LLM as User Simulator

Generative agents for recommendation

203 o
5 £ 0.4
= s
£ e
go2 g
3 S0.2
13 S
[-o [-»
0.1
0.0
i 2 3 ] 5 i 2 3 g 5
Rating Rating

(a) Distribution on MovieLens (b) Agent-simulated distribution

0 200 400 600 800
(a) Ground-truth diversity

100

_-
>

u
Sdiv

S N s ®

AR |
0 200 400 600 800 100

(b) Simulated diversity

Aligned user preferences
& Recommender evaluation

Table 2: Recommendation strategies evaluation.

‘ Pview Nlike Plike Nexit Ssat
Random 0.312 33 0.269 2.99 2.93
Pop 0.398 4.45 0.360 3.01 3.42
MF 0.488 6.07* 0.462 3.17* 3.80
MultVAE 0.495 5.69 0.452 3.10 3.75
LightGCN | 0.502* 573 0.465* 3.02 3.85"

Zhang et al. On generative agents in recommendation. SIGIR 2024. 143



LLM as User Simulator

Generative agents for recommendation

on

o /\ _ /\
= 0.4

Alianed user preferences

How to make the simulation more faithful?

u
Sdiv

S N s ®

0 200 400 600 800 100
(a) Ground-truth diversity

_-
>

AR |
0 200 400 600 800 100

(b) Simulated diversity

Pview Nlike Plike Nexit Ssat

Random 0.312 33 0.269 2.99 2.93
Pop 0.398 4.45 0.360 3.01 342
MF 0.488 6.07* 0.462 3.17* 3.80
MultVAE 0.495 5.69 0.452 3.10 3.75
LightGCN | 0.502* 573 0.465* 3.02 3.85"

Zhang et al. On generative agents in recommendation. SIGIR 2024.
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LLM as User Simulator

+ Social behaviors

4 [ Recommendation I N [Oneto one chatting]

[One to many posting]

romantic or mystery

el Q\ L Recommendation
Actually, I recently watched j §?f!a'l'r'{?l'a't!?? """"""""""" C h at

areally unique movie called “ I'm feeling anxious today,
(2 <A Chef in Love>, but it's PV but watching a good comedy

| ]
definitely worth checking always helps me feel better! N et O k
out if you're looking for (A) Any recommendations? W r I n g
a something different 9
emory M
ﬁ Write ﬁ
(1) Produce Feelings “ “ “ “

“K““/k(B) © ® ® )

Tommie and Eve are close friends

Hi Tommie, have you
watched any good

Results Return dﬁ

Recommender

1

Movie Selection

Wang et al. When Large Language Model based Agent Meets User Behavior Analysis: A Novel User Simulation Paradigm. TOIS 2025. 145



LLM as User Simulator

+ Multiturn conversation

User ID: AIEXXXXXDUE6BO

Historical Interactions: ["Robin Williams: Live On Broadway", "Mission
Impossible on VHS", "Solaris", "Elysium", "Wall Street", "Mystic River", ...]

Conversation 1:

[User] Hi, I recently watched Mission Impossible on VHS and it was a
fantastic high-tech spy movie! Tom Cruise gave ...

[Agent] That's great to hear! I have a movie recommendation for you based S i m u I ati n g u S e rS i n

on yourlikes. How about checking out World War Z?

[User] Oh, I'm definitely interested. Can you tell me more about the movie? [
[Agent] Certainly! World War Z is a good zombie war flick... th e CO n Ve rS atl O n a I

Conversation 2:

L ]
[User] Hi, I recently watched the movie "Seolaris" and I have to say, I S Ce n a rl OS

didn'tenjoy itatall.It felt overly melodramatic and lacked substance...
[Agent] I understand why you didn’t like “Solaris”. I can recommend a
movie you might enjoy instead. How about “Elysium”? It’s a bilingual
film that...

[User] Oh, I've actually already watched "Elysium" and it was better than I
expected, butstillnot great....

[Agent] How about giving "Wrecking Crew" a try? It's another movie you
might like based on yourprevious preferences. ..

[User] Sure, that sounds interesting...

Liang et al. LLM-REDIAL: A Large-Scale Dataset for Conversational Recommender Systems Created from User Behaviors with LLMs. ACL 2024. ]46



LLM as User Simulator

+ Multi-facet simulation objective

Candidate item i,

Historical interactions h

Ensemble Simulation

Positive items Ipos Negative items foq
A ) i

Matching fmat\

Similarity fsim
00:00

Statistic f;q
| 9

Inference y,

Category matching
Fine-grained similarity
Statistic information

Zhang et al. LLM-Powered User Simulator for Recommender System. AAAI 2025.
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LLM as User Simulator

+ Multi-facet simulation objective

Dataset | Metric | PPO TRPO  A2C DQN
A.Rwdf | 997 1345 2415 27.56

Yelp T.Rwdt | 141.57 15742 267.60 330.98
Liking%?1 | 34.59 40.07 4835 49.43

Amazon | A-RWdl | 1049 1131 1345 1670
Music | T-Rwdt | 12903 14015 141.03 181.42
Liking%1 | 29.30 3246 29.54 33.18

" A.Rwdt | 1872 2135 27.56 26.43
Gmam“ T.Rwdt | 20843 24226 317.56 269.02
ames | yiking%1 | 33.15 37.64 43.52  40.73
Amagon | A-RWAD | 2942 2747 3172 38.60
Movie | T-Rwdt | 31060 30140 35434 416.18
Liking%1 | 38.59 3670 4237  44.50

A.Rwdt | 14.12 1458 21.50 18.03

Anime | T.Rwdf | 15574 16344 24295 201.94
Liking%1 | 2546 2427 3152  30.67

Reliable environment for
RL-based recommenders

Zhang et al. LLM-Powered User Simulator for Recommender System. AAAI 2025.
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Part 3: LLM as User Simulator

(1) RL-based simulators are limited in
action space, action space, and training instability

(2) LLMs open up a new paradigm for simulating users
(3) They can give feedback for RL-based recommenders

(4) Challenges:
scaling, training, industry deployment

149



Semantic ID

-based Generative Recommendation

150



How to Index an Iltem in RecSys?

® ® @ Amazon.com: The Legend of

-+

& > C 25 amazon.com/dp/B097B2YWFX

Roll over image to zoom in

The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US
Version)

Brand: Nintendo
Platform : Nintendo Switch | Rated: Rating Pending v
49 WK%k % v 22,782 ratings

Amazon's Choice

3K+ bought in past month

£ 55~

List Price: $69:99 @
Or $9.48 /mo (6 mo). Select from 2 plans
FREE Returns v

151



How to Index an Iltem in RecSys?

® ® @ Amazon.com: The Legend of X E

€« > C | % amazon.com/dplBOQ7BZYWFx: > Ite m | D °
L]

The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US 8097 BzYW FX
Version)

Brand: Nintendo
Platform : Nintendo Switch | Rated: Rating Pending v
49 WK%k % v 22,782 ratings

Amazon's Choice

3K+ bought in past month

£ 55~

List Price: $69:99 @
Or $9.48 /mo (6 mo). Select from 2 plans

Roll over image to zoom in FREE Returns v
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How to Index an Iltem in RecSys?

-1--T-

Example: SASRec [/[CDM'18]

%
I

A

-

Each item is indexed by =
a unique item ID et

¢

Kang and McAuley. Self-Attentive Sequential Recommendation. ICDM 2018. ]53



How to Index an Item in LLMs

O

| wanna some popular Nintendo games ==

154



How to Index an Item in LLMs

O

| wanna some popular Nintendo games ==

LLMs

How about ™4
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How to Index an Item in LLMs

O

| wanna some popular Nintendo games ==

LLMs
How about £*

How to index items in LLMs? Item ID?

156



How to Index an Item in LLMs

How many tokens in LLMs?

N Meta Llama 3 ~128,000
&) OpenAl GPT-40 ~200,000

Q) GoogleDeepMind ~ Gemma 2 ~256,000

157



How to Index an Item in LLMs

How many tokens in LLMs?

0 Meta Llama 3 ~128,000
&) OpenAl GPT-40 ~200,000
Q) GoogleDeepMind ~ Gemma 2 ~256,000

How many item IDs?

Amazon-Reviews-2023 ~48,200,000

https://amazon-reviews-2023.github.io/ 1 5 8



How to Index an Item in LLMs

How many tokens/item IDs in LLMs/RecSys?

~128,000
~200,000
Difficult to ~256,000
these vocabularies
given so many tokens

~48,200,000

159



How to Index an Item in LLMs

Is there a way to
index a large volume of items
using a compact vocabulary?

160



Semantic IDs
(also called: SemID or SID)

A few tokens that jointly index one item.

'd ‘ﬁ \
t3, t321, t643, t1011

161



Semantic IDs
(also called: SemID or SID)

A few tokens that jointly index one item.

t3, t321% t643, t1011

{t257, 1258, ..., t320, t321, 1322, ...,t511, t512}

Each token from a vocabulary shared by all items

162



Semantic IDs
(also called: SemID or SID)

A few tokens that jointly index one item.

t3, t321, t643, t1011

Can index maximally 2564=4.3x10° items with 1024 tokens

(4 tokens per item, each from a vocabulary of 256)

163



Generative Models based on Semantic IDs

Next Item
A

Example: TIGER [NeurlPS'23] )

Sem. ID = (5, 25, 55)
| .5 |[t.25][t_55]<EOS> |
Encoded

o ! !
e . Context
L Bidirectional Transformer Encoder }:>[ Transformer Decoder}

| A R A D reror

Tokens|tus|  [t5][t23|[t55]  [ts][t25][t78] |<BOS> |[1.5[t.25] |1.55 |
Item 233 Item 515
Sem.ID=(5,23,55) | | Sem.ID = (5, 25,78)
— /

Y
Item Interaction History of User 5

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023.
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Generative Models based on Semantic IDs

Example: TIGER [NeurlPS'23]

| .5 |[t25][t_55]<EOS> |

t_us | [t5][t23][ts5]  [ts][t2s5][t7s]

Recommendation as a seq-to-seq generation problem

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. ]65



Generative Models based on Semantic IDs

Recommendation as a seq-to-seq generation problem

Ir;put: user interacted items {c,, ¢, C, C, C,, C,,,

Output: next item {c_,c_ c. cC,

166



SemlID-based Generative Recommendation

Part 1:

Item 64
Sem. ID = (5, 25, 55)

s ssles)  HOW to construct SIDs

— > Transformer Decoder ‘ e Pa rt 2.

! bt [ rr 1t
Tokens|t_us | [<BOs>|[t5][t_25] [t_55] .
How to build SID-based

Sem. ID = (5, 23, 55) Sem. ID = (5, 25, 78)

o oraotontrmory ot O Generative Rec Models

Encoded

Bidirectional Transformer Encoder

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 167



Part 1: Semantic ID Construction

168



Semantic ID Construction

Input: all data associated with the item
(description, title, interactions, features, ...)

The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US
Version)

Brand: Nintendo
Platform : Nintendo Switch | Rated: Rating Pending v
49 Wk h kK v 22,782 ratings

Amazon's Choice

3K+ bought in past month
55
List Price: $69:99 @

Or $9.48 /mo (6 mo). Select from 2 plans

Roll over image to zoom in FREE Returns v

Output: mapping between items & Semantic IDs
BO97B2YWFX ¢ {t3, t321, t643, t1011} 0




Part 1: Semantic ID Construction

(i) First example: TIGER and RQ-VAE-based SemiIDs;

170



SemlID Construction - First Example: TIGER

Input: concatenated text features

ItemID Title Description Categories Brand Semantic ID

Item Content Content Quantization
Information Encoder

Output: mapping between items & Semantic IDs

Embedding

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 171



SemlID Construction - First Example: TIGER

Text > Vector > IDs

Item Content Content Quantization
Information Encoder

Embedding

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 172



SemlID Construction - First Example: TIGER

1. Iltem Content Information (Text)

ItemID Title Description

BO97B2YWFX. The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US Version). An epic
adventure across the land ... threaten the kingdom?
Video Games > Nintendo Switch » Games. Nintendo.

Categories

173



SemlID Construction - First Example: TIGER

2. Content Encoder + Embedding (Text > Vector)

Pre-trained (fixed) sentence embedding model
(SentenceT5)

ItemID Title Description

B097B2YWFX. The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US Version). An epic
adventure across the land ... threaten the kingdom?
Video Games > Nintendo Switch > Games. Nintendo.

Content
Encoder

Y

Embedding

Categories

Ni et al. Sentence-T5: Scalable Sentence Encoders from Pre-trained Text-to-Text Models. Findings of ACL 2022.
Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 174



SemlID Construction - First Example: TIGER

3. RQ-VAE Quantization (Vector > IDs)

Residual Quantization

codebook_1 ¢ codebook_2 codebook_3

Embedding

DNN { a0 1 et 1y o=2 | DNN
Encoder V= 'I \ ' = N - L = - : Decoder

Embedding

S / Quantized representation

~"
Semantic codes

Zeghidour et al. SoundStream: An End-to-End Neural Audio Codec. TASLP 2022.
Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 75



SemlID Construction - First Example: TIGER

3. RQ-VAE Quantization (Vector > IDs)

Embedding

DNN
Encoder

codebook 1 ¢

K-means: cluster center ID
as a code in the codebook

Zeghidour et al. SoundStream: An End-to-End Neural Audio Codec. TASLP 2022.
Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 176



SemlID Construction - First Example: TIGER

3. RQ-VAE Quantization (Vector > IDs)

codebook 1 ¢
ONITNIE2RIESE | FARI ES NN G!

g
Residual of “input vector” and
“clustering center vector”

Zeghidour et al. SoundStream: An End-to-End Neural Audio Codec. TASLP 2022.
Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 177

Embedding



SemlID Construction - First Example: TIGER

3. RQ-VAE Quantization (Vector > IDs)

codebook_2

____________

Residual as next level's input

Zeghidour et al. SoundStream: An End-to-End Neural Audio Codec. TASLP 2022.
Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 178



SemlID Construction - First Example: TIGER

3. RQ-VAE Quantization (Vector > IDs)

2

S|| DNN
é Encoder
w

Learned Sem;

codebook_1

Residual Quantization

codebook_2

N
w
&
o
o
~

————————————

codebook_3

____________

antic IDs

DNN
Decoder

Embedding

____________

~"
Semantic codes

Quantized representation

Zeghidour et al. SoundStream: An End-to-End Neural Audio Codec. TASLP 2022.
Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023.
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SemlID Construction - First Example: TIGER

Properties of RQ-VAE-based SemiIDs

Hair Tools Serr(];niic*l)D

M ° Hair Products (2% %)
e I I l a I I I C Hair Shampoos (1, %, %)
° I Hair Conditione (0, %, %)

Hair Treatments

Hair Color
Hair Products
Hair Sets
Hair

Bath AccessorieE
Skin Body |

Bath Treatmentsl
Skin Face\
Makeup Face
Skin Nails
Tools &
Bath Cleansers
Tools Cases
Makeup Eyes
Bath

Makeup Sets
Tools Mirrors
Makeup Remover
Makeup Lips
Skin Eyes

Skin

Skin Sun
Fragrance Women
Fragrance Men's

0.00 0.02 0.04 0.06 0.08
Probability

Category

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 180



SemlID Construction - First Example: TIGER

Properties of RQ-VAE-based SemiIDs

1. Semantic;
2. Ordered / sequential dependent;

codebook 1 codebook 2 codebook 3
(o)) (R el (| IR S ) () 0|l1]2|3|4|5|6]|7 0o|1|2]|3|4|5]|6]|7

____________

________________________

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 181



SemlID Construction - First Example: TIGER

Collisions

=
w (12, 24,52)

‘.‘ (12, 24, 52)

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 182



SemlID Construction - First Example: TIGER

Collisions

hwrd
|
12,24,52,0
w ( ) One extra token

- to avoid conflicts
&b
. (12,24, 52, 1)

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 183



Part 1: Semantic ID Construction

(ii) Techniques to construct SemiDs;

184



Techniques to Construct SemiDs

Residual Quantization

Embedding

DNN
Encoder

codebook_1

Residual Quantization

codebook_2

codebook_3

____________

DNN
Decoder

=]
1
[~
1
7
Q
rﬂ}
Embedding

Semantic codes

Quantized representation

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023.
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Techniques to Construct SemiDs

Residual Quantization + Item-level Regularization

Item-Item Indexing

f Title: Bruno Marc Loafers Shoes \
(iad: 1750 ][ Brand: Bruno Marc }

Xi Codebiook
Iﬁ Decoder —— SREORS
X.  Encoder e—
el (1] I—_ll
X; o
— TTTH

-------------------- [2]5]0]— 2

1 I
L ] : + |1 ;
| task; (textual content Cj_ || U; 1" [{g) l_ lterm GID
___________________ t
—_—_— - [:{'_"_I
L y C; T 1 K
{1, 55K |{ textual content "J b '@ Ly GNN-based CF Indexing Loss Lindex

_____________________

Wang et al. Content-Based Collaborative Generation for Recommender Systems. CIKM 2024.
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Techniques to Construct SemiDs

Residual Quantization + Item-level Regularization

@ / % < : Push away

@ : Pull closer { ‘I
e = -2l

———————— Diverisity regularization -------- : |
= S— /7

|

WA N1 e e O Lo Lts Lo
@ % QO :Code embedding | | __-----

L (@ @ 1 | I R} :

i ‘ @ ; emantic regularization
| AN @ . L _7iCluster ;

| N\ ; [ ] t Nearest T

: .‘//'9 @Postlveemb eares 12/3/als|6 1|2/3lals|e Nearestlza“56 Nearetlza“56

i Q @@@ Negative emb.

U

U

U

U

U

\

1
T
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

1

1

1

1

1

1

1

i

1

LSem :

1

T Residual Residual | Re eglaﬁal _____ Ee_snaaal :

Title: Casio 44 Key '
Mini Keyboard N, . Code embedding: ———————+| Decoder :
Description: The 44 : !
o a0 {atert Code sequence: <a_2> <b_4>  <c_3> <d_6> Quantized : B . |
Semantic information  Semantic icL embedding ) : econstruf:te !
embedding | semantic |

| embedding !

' ]

56 49} embedding
: ph- :
L mmm—— OX w0

~ - Collab iveregulafization - - - - - - - - - - - c e e e e -

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 187



Techniques to Construct SemlIDs

Residual Quantization + Item-level Regularization

4 p
Codebook1 Codebook2 Codebook3
- 2 ©
3 * il * | Decoder =
5 g
1 0 2 N =
.

/ Quantization

Reconstruction Loss

|

uoneznuenp
indino

Reconstructive Quantization

Workflow

Y
Constrastive Loss
———Neg——

| Output1 || Input2 |

Posl Quantization | |Quantization |Pos

| Input1 || Output2 |
—Neg——

Contrastive Quantization

Zhu et al. CoST: Contrastive Quantization based Semantic Tokenization for Generative Recommendation. RecSys 2024.
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Techniques to Construct SemiDs

Residual Quantization + Recommendation Loss

(@) Lrec

Target ,Zl
®

Generative
Recommender
( Embedding Table |

(2][4][1][3] [1][4][3][2] ---
T Token Seq. T(b) LSQ

[ Item Tokenizer J

item 1 [Citem2 ]...

Item Emb.

HE HP

Té’ken —{ Encoder } — % — [ Decoder J _.%
€q. pooling | pooling l
zE AN\ \\ NN
hE

(©) L (d) Lpsa
e, ol Tl uﬂlu bl e
Alignment

Allgnment InfoNCE
l l l l

KL D1v KL D1v KL D1v KL D1v

T 2 - DDDI UIDD DUID IDDU ﬂ — ==

Res1dual Quantization (RQ)

Liu et al. End-to-End Learnable Item Tokenization for Generative Recommendation. arXiv:2409.05546.
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Techniques to Construct SemlIDs

Product Quantization
Unordered

WT

PQ on COQ Q0O OQ QO

pre-trained x; *
domains | Fixed PLM (e.g. BERT) |
item text {wq, ..., we }

Hou et al. Learning Vector-Quantized Item Representation for Transferable Sequential Recommenders. WWW 2023. 190



Techniques to Construct SemiDs

Product Quantization

Users

User Embeddings

ltems

0 3 ) 0 o 0 h 1

ojojoj|o 1 ojlo}1

0ol 1 o|o|o 1 oo

ojojo}1 ojojojo Step 1
ofojojofw]ofu]or---| Truncated
ofof1]ojof1]ofo SVD
ojojojo 1 ojlo}1

1 1 ojojo 1 oo

User-Item interactions

matrix

e S oS SR B S Step 2

chcAAmm‘

2| nv|lolo|a|olm]|n

0
2
[
0
2
1
1
2

Quantised
ltem Embeddings

Largest Singular
Eigenvalues
1.3 -0.2 0.9
0.9 -0.9 -0.4
0.9 0.9 0.0 2.5 o o
00 [ 00 | 00 X L 22 0 X
07 | -07 | 00 0 0 14
0.5 0.7 -0.9
0.9 -0.9 -0.4
1.1 14 0.0

Normalise, add noise
and quantise

0 5 8

2 5 8

Step 3 ol
Offseti-th column ~ [--------- |
by v*(-1) 2fs]e

1 5 6

1 3 8

2 3 7

Tokenised
ltems

Petrov et al. Generative Sequential Recommendation with GPTRec. Gen-IR@SIGIR 2023.

Item Embeddings

0.2 0.2 0.0
0.5 0.5 0.4
0.1 0.1 -0.4
0.0 0.0 0.0
0.4 -0.5 -0.4
0.4 0.5 -0.4
0.3 -0.2 0.4
0.5 0.4 0

T

1]



Techniques to Construct SemiDs

Hierarchical Clustering (Heuristics-based)

1. Ordered;
| EPRY MR w9 Variable-length SemiDs;

Bathing Bathing Lips Makeup Sets& . —  Bags&
Bath Accessories Bod Cases

/N Accessonover Kits ﬂ\

Lip Lip P Brush CosmeticToiletry  Tote
Bath Bath Bath Bath . Lipstick
Bombs Brushes Mitts & Pearls PlumpersLiners Bags Bags Bags Bags

<Bath&Body><BathingAccessories> <Makeup><Lips> <Tool&Accessories>
<BathBrushes><7> <Lip_Liners><5> <Bags&Cases>
<ToiletryBags><1>

Hua et al. How to Index Item IDs for Recommendation Foundation Models. SIGIR-AP 2023. 192



Techniques to Construct SemlIDs

Hierarchical Clustering (Latent-based)

Granularity <S0s> , (a) Item Identifiers

Q/ -
\/) y2 Q le

(D()CNDC)CDS
%AwAﬁ@&@Q

Si et al. Generative Retrieval with Semantic Tree-Structured Item Identifiers via Contrastive Learning. SIGIR-AP 2024. 193
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Techniques to Construct SemiDs

Language Model-based ID Generator

[] ] SemanticIDs &1 I_i_l Semantic ID
representation
B word token 4 4
Semantic Indexer - ;
[] Masked token [ .. [] codebook E i been |
S S

. T T T
Semantic Encoder Reconstructor

Deep TransEncoder Deep TransDecoder :‘% Shallow Transformer

Documen t A 4 4 4 4 4 A A A
[ [ o i [ [ | [ [
@H----- - O O w(> HOED . O
i nly been a <s> = He only

Natural language as inputs;
SemlDs as outputs

Jin et al. Language Models as Semantic Indexers. ICML 2024. 194



Techniques to Construct SemiDs

Language Model-based ID Generator

Generated ID for Item A Generated ID for Item B
| jessica simpson perfume women I [ broadway performer buffalo dance Iessons] WO rd S aS Sel I || DS
* @« . .
LLM-based ID Generator ( I | ke t a gg | ﬂ g)
* *
title: jessica simpson fancy love eau de title: stepping out vhs; brand: na;
parfum spray, 1.7 ounce; brand: jessica description: a hasbeen broadway performer
simpson; description: buy jessica simpson moves to buffalo and starts teaching tap
womens perfumes fancy love by jessica dance lessons to a group of misfits who,
simpson for women 1.7 oz eau de parfum through their dance classes, bond and
spray; categories: beauty, fragrance, realize what they can achieve. their
womens, eau de parfum; price: 23.54; newfound selfconfidence changes their lives
salesrank: beauty: 132446 forever.; categories: movies tv, movies;
price: 19.99; salesrank: movies tv: 244008

Item A plain text from Beauty Item B plain text from Movie

Tan et al. IDGenRec: LLM-RecSys Alignment with Textual ID Learning. SIGIR 2024. 195



Techniques to Construct SemlIDs

Context-independent

Action Tokenization Example Contextual Unordered

Product Quantization = VQ-Rec (Hou et al., 2023)
Hierarchical Clustering P5-CID (Hua et al., 2023)
Residual Quantization TIGER (Rajput et al., 2023)
Text Tokenization LMlIndexer (Jin et al., 2024)
Raw Features HSTU (Zhai et al., 2024)
SentencePiece SPM-SID (Singh et al., 2024)

*X X X X X X
XX XXX\

Same item = fixed semlIDs in all sequences

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 196



Techniques to Construct SemiDs

Context-independent = Context-aware

245
_ 284
Action

747

e
2>

679

m:
276
=

560

feature set:

unordered
Sequence of ¢4 941 943 I:{>
Feature Sets 147 1100 1131 1123
92
Segment 1 @ @ 276 245
747 245 362 291
284 76 679 1100 560 799
923 1067 941 a3 635 '3
Token 1131
Sequence 1 14844 21063 284 | 76 679 20155 1100 ] 7995 1734 6784
Segment 2 245@%23 @1100 5 5l e
747 284 941 76 362 560 276 799
Token 1067 679 943 1131 13 635
Sequence 2 747 284 210638316 941 76 362 19895]24364 276 6784 1734

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581.

Same item =
different semlIDs
based on context

17/



Techniques to Construct SemlIDs

Context-independent = Context-aware

245 245
) 284 362 276 291 feature set:
Action 747
unordered
Sequence of o5 :{> 941 943 799
Feature Sets 1067 1100 1131 1123
92
Segment 1 ®747 245 @ 362 276 991 | 245
gl ool =S WioN KA [oung MO0 o) EEE
Token 1131
Sequence 1 14844 21063 284 76 679 20155 1100 7995 1734 | 6784

Core Ildea:

Merge frequently
co-occurring
features

as new tokens

(ActionPiece: “WordPiece"” tokenization for generative rec)

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 198



Techniques to Construct SemiDs

Context-independent = Context-aware

Algorithm 1 ActionPiece Vocabulary Construction

input Sequence corpus &', initial tokens Vo, target size Q
output Merge rules R, constructed vocabulary V

1: Initialize vocabulary V < V), # each initial token corresponds

to one unique item feature
R+ 0
while | V| < Q do
# Count: accumulate weighted token co-occurrences
count(-, -) «— Count(S", V) # Algorithm 2
# Update: Merge a frequent token pair into a new token
Select (cu, cv) < argmax, . ) count(ci, ¢;)
S’ < Update(S’, {(cu, cv) = Cnew}) # Algorithm 3
9: R+ RU{(cu,Cv) —> Cnew} # new merge rule
10: VYV« VU {cnew} # add new token to the vocabulary
11: end while
return R,V

20 =3 @y U he 2 b

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581.

P00

sequence of token sets

\L%*,Sl\ 4@1 Features
co-occurring
within

ol 3-1 items
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Techniques to Construct SemiDs

Context-independent = Context-aware

Algorithm 1 ActionPiece Vocabulary Construction

sequence of token sets .-~ token

input Sequence corpus &', initial tokens Vo, target size Q 5
output Merge rules R, constructed vocabulary V @) -ﬂ
1: Initialize vocabulary V < V), # each initial token corresponds XX O g ] O soe
to one unique item feature O ]
R0

2
3: while |V| < Q do
4: )# Count: accumulate weighted token co-occurrences | | 1-1
5:  count(,-) - Count(S’, V) # Algorithm 2 P _ On®) _ 2
6:  # Update: Merge a frequent token pair into a new token (G0) 1<O,O>| () Fe at ures
7 Select (cu,cv) < argmax, ..y count(ci, c;) - 1
’ 1 CO-0OcCcCuUurrin
8 S « Update(S', {(Cur cv) — taow}) # Algorithm 3 P(O,[]) = -2 — — R 8
9: R+ RU{(cu,Cv) —> Cnew} # new merge rule Ol Ol Wlthln or
10: V< V U {cnew} # add new token to the vocabulary 1 .
11: end while PO = ’D'D; - across items
return R,V <O, ()

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 200



Techniques to Construct SemiDs

Context-independent = Context-aware

Algorithm 1 ActionPiece Vocabulary Construction

input Sequence corpus &', initial tokens Vo, target size Q

output Merge rules R, constructed vocabulary V

Merge tokens in Merge tokens in
1: Initialize vocabulary V <— V) # each initial token corresponds . 5 ction node Gy il ontt meon WHleR
to one unique item feature T
22 R+ 0 1 ®ol 5 =
3: while |V| < Q do o ©e m U
4:  # Count: accumulate weighted token co-occurrences ;{}/ s
5:  count(-,-) < Count(S’, V) # Algorithm 2 —
6: |# Update: Merge a frequent token pair into a new token | | * o ’
7:  Select (cu,cv) < arg max ., ..) count(c;, ¢;) 'S
8: S/ S Update(sla {(cua C'U) — Cnew}) # Algonthm 3 new token in the \"inserza new
9. R +— RU {(Cu, cv) — cnew} # new merge rule original action node intermediate node

10: VYV« VU {cnew} # add new token to the vocabulary

11: end while
return R,V

Merge tokens in
action & intermediate nodes

““new token in the
intermediate node

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 201



Summary of
Techniques to Construct SemlIDs

Context-independent

Residual Quantization (+ regularization)
Product Quantization

Hierarchical Clustering

LM-based ID Generator

O O O O

202



Summary of
Techniques to Construct SemlIDs

Residual Quantization (+ regularization)
Product Quantization

Hierarchical Clustering

LM-based ID Generator

\ Context-aware

/ Context-independent

O O O O
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Part 1: Semantic ID Construction

(iii) Inputs for SemID construction;

204



Inputs for SemID Construction

Input: all data associated with the item

7 VIDEOS

Roll over image to zoom in

The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US
Version)

Brand: Nintendo
Platform : Nintendo Switch | Rated: Rating Pending v
49 Wk h kK v 22,782 ratings

Amazon's Choice

3K+ bought in past month

£ 5~

List Price: $69:99 @
Or $9.48 /mo (6 mo). Select from 2 plans
FREE Returns v

205



Inputs for SemID Construction

Input: all data associated with the item

What exactly does “all data” mean? &

206



Inputs for SemID Construction

Text or Multimodal Features

Text/Visual/Acoustic > Vector > IDs
Pretrained Encoder Quantization

ItemID Title Description

B097B2YWFX. The Legend of Zelda: Tears of the
Kingdom - Nintendo Switch (US Version). An epic
adventure across the land ... threaten the kingdom?
Video Games > Nintendo Switch » Games. Nintendo.

Categories

Text Multimodal

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Preference Alignment. arXiv:2502.18965.
Liu et al. MMGRec: Multimodal Generative Recommendation with Transformer Model. arXiv:2404.16555. 207



Inputs for SemID Construction

Categorical Features

Categorical Features > IDs
Merge & Sequentialize

Go 0N joF Ho Gy O
‘ - : ‘ ‘ to 11,20 t a4 tz tg 19, an
! i I ! |
{ [ i I I
i Eo . || i BB || i EsEs. || : (OF , Dpq
| ; i i | i 11,20 ta |7 19, an-1
! 1! I ! | merge & . . R
i Fo,F+ ! i FoF3 : i Fs | | sequentialize : main time series
I i : | } : el e e e, e
e ——— I e S e S P £
1 ¥ T i L] Go Go Go | . | G1 Gi
| G [ii] Go [ ~ i Gi |l—7_t ty t tg to
| b } i it sequentialize : ! ol X -
i me L v SN oo ¢ auxiliary time series 1
-.\----------»-»--I.r -------------- ‘- -------- freeeccccccccen -‘_; ,,,,,,,,, bbbl A Al e Al A iAot bbbt saLTIiLLIILIIIIIIII
! 1! | ! H Do
1 ' B (| Ho Ho Ho
} i | | | 0 || sequentialize | i i g t7 ts to
o o o i . auxiliary time series2 L—— ——~——

Zhai et al. Actions Speak Louder than Words: Trillion-Parameter Sequential Transducers for Generative Recommendations. ICML 2024. 208



Inputs for SemID Construction

No Features

ltemID > IDs
Text Tokenizer

<t1> <t2>  <t3>  <td>| <t5> <t6> <t7> <t8> <t9> |<t10> <tll> <t12> <t13> <tld> <t15> <t16>
t t t t t t t t t t t t t t t t t t
Bidirectional Text Encoder ‘ Autoregressive Text Decoder
t t t t t t t t t t 1) t t t t t t t
Token Emb. ’mhat \ I starl ’ratingH do I | you chinkl |user| | - | l 23 | ’ will Hgiue ’ ’iteml | _ | | 73 ‘ | 91 | I ? ‘

+ + + + + + + + + + + + + + + +

Position Emb. ' <p1> | <p2>|  <p3> | <pd> || <p5> \<p6> <p7> <p8>  <p9> ‘<p10> <pl1> <p12> <pl13> <pl4> <pl5> <p16>}

+ + + + + + + + + + + + + + + +

Whole-word Emb. <w1>‘ <w2>‘ \ <w3> 7<w4>‘ <w5> [ <wé6> <w7> ‘ <w8> <w9> <wi10> <w11>‘

Geng et al. Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). RecSys 2022. 209



Inputs for SemID Construction

No Features

ltemID > IDs
Text Tokenizer

] [ (2] (2]

<pl2> <p13> <pl4> <pil5>

<wi10>

Geng et al. Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). RecSys 2022. 210



Inputs for SemID Construction

No Features

Random IDs

Balanced Chunked ID

[ Item ID ] [ Random Map ] [ Represent in base-k ]

16688

27899

6

59

Liu et al. Multi-Behavior Generative Recommendation. CIKM 2024.
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Inputs for SemID Construction

Input: all data associated with the item

(1) Item Metadata

Text / Multimodal / Categorical / No Features

212



Inputs for SemID Construction

Input: all data associated with the item

(2) Item Metadata + Behaviors

213



Inputs for SemID Construction

Input: all data associated with the item

(2) Item Metadata + Behaviors
But how?

214



Inputs for SemID Construction

Iltem Metadata + Behaviors

Fused Semantic IDs

Item2token
: Embeddings @ 7;? @ ' X
Candidate Items
:- ------------ : Image ( p ned ) : Hierarchical Iz] IE' IE'
1 :—> S ret'fragle d — || K-Means @ IE‘
E S W ' @ i Text L emantic Encoder ) B —_—
i 1 Semantic Tokens
I . e p —
: ‘1" g : IDs Pretrained || Hierarchical
- "’ s : — K-Means E‘
I Behavior Encoder || e——p

S p— - \ J || [4]

Behavior Tokens

Wang et al. EAGER: Two-Stream Generative Recommender with Behavior-Semantic Collaboration. KDD 2024. 215



Inputs for SemID Construction

Iltem Metadata + Behaviors

Fused Semantic IDs + Two-stream Generation

[ J[2 | o2 flyBos |

Auto-regressive I

u Behavior
Decoder

J 4

1
ysos JLy? J[y2 |- L2 ]

Behavior Tokens

Confidence-based | ‘ ‘ ‘
Ranking JEE

Lo Ilws | Lyd Hyos|

Auto-regressive T
Semantic
Decoder

vios Il w8 Il w8 |~ [y |

Semantic Tokens

Step 3. Self-Consistent Reranking

N CEID Prompt

AR

Recommender J

| ”ﬂ CEID topk ranked list |_\L

I e e N N

I‘” SEID Prompt
N2

”ﬂ SEID topk ranked st |-

Wang et al. EAGER: Two-Stream Generative Recommender with Behavior-Semantic Collaboration. KDD 2024.

Kim et al. SC-Rec: Enhancing Generative Retrieval with Self-Consistent Reranking for Sequential Recommendation. arXiv:2408:08686. 216



Inputs for SemID Construction

Iltem Metadata + Behaviors

Fused Representations

Rec-ID: (6 1 4 DPk)

User-ltem Graph +
Semantic Features

Codebook 1

Liu et al. MMGRec: Multimodal Generative Recommendation with Transformer Model. arXiv:2404.16555. 217



Inputs for SemID Construction

Iltem Metadata + Behaviors

Train Tokenizer on Behavior Sequence Corpus

Algorithm 1 ActionPiece Vocabulary Construction sequence of token sets .-~ token
input Sequence corpus &', initial tokens Vo, target size Q O El
output Merge rules R, constructed vocabulary V cee O eee
1: Initialize vocabulary V <— V), # each initial token corresponds O 0 0 O
to one unique item feature
2: R« 0
3: while |V| < @ do
- 4—-1
4: |# Count: accumulate weighted token co-occurrences | P — | Om®) I —
5: “count(-,-) < Count(S , V) # Algorithm 2 (GO I<O,0O>| 3) Featu I‘eS
6:  # Update: Merge a frequent token pair into a new token o
7:  Select (cu,cv) < argmax, . ) count(ci, ¢;) P(O,[]) = | O{| 1 CO_Occurrlng
8: 8’ « Update(S’, {(cu,cv) = Cnew}) # Algorithm 3 ’ - » T 4x3 = F
?): 7§<—§U{{(cu,}cv)£ cnew}inew nlllerge ru%)e1 1Ol 100 Wlthln Or
10: < V U {cCnew } # add new token to the vocabulary 3-1 O
11: end while P(D,D): |D—D| =— acrOSS Itel I IS
return R,V |<Od,O> ()

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 21 8



Inputs for SemID Construction

Iltem Metadata + Behaviors

Train Tokenizer on Behavior Sequence Corpus

Algorithm 1 ActionPiece Vocabulary Construction

input Sequence corpus &', initial tokens Vo, target size Q

output Merge rules R, constructed vocabulary v Merge tokens in Merge tokens in Merge tokens in
1: Initialize vocabul ary Y « Vp # each initial token correspon ds one action node two adjacent action nodes action & intermediate nodes
: P— —
to one umque item feature (@) i Sy [ ]
3: while |V| < Q do ol | |Te | |m —| | G "l O
4:  # Count: accumulate weighted token co-occurrences T’ o h)
5:  count(-,-) < Count(S’, V) # Algorithm 2 — —
6: |# Update: Merge a frequent token pair into a new token | * . S
7. Select (cu,cv) < arg maxX, .. count(c;, ¢j) 1 & — P "' 1 *"* 0 O
8: 8’ « Update(S’, {(cu,cv) = Cnew}) # Algorithm 3 . A S
9: R+ RU {(Cu, Cv) — Cnew} # new merge rule new token in the “insert a new “new token in the
10: YV« VYU {Cnew} # add new token to the vocabulary original action node intermediate node intermediate node
11: end while
return R,V

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 21 9



Inputs for SemID Construction

Iltem Metadata + Behaviors

M u Iti— Behavior Recom mendation Behavior-Specific Item Prediction

Semantic IDs fused
with behavior types

Unified Multi-Task Framework

/ Target Behavior Item Prediction \

bt 1| [it? ||it? |[it?

[be*] [it2 |[it? |[i?
Behavior-Item Prediction
bt 2 | [it? | [ie? | [it?

Behavior Prediction

Next |
Behavior |

bt 2| it8 | it97 | it 156

B N N

Next Item

PBA Transformer Encoder

—> PBA Transformer Decoder

bt 1 it 8 | |it 97 | lit 156 | bt 3 | |it42 | |it 78| |it 177 -

ut u
Behalwlor Ttem 304 Behzwor T G i

[bt2 | [its | [it97] [it156

Liu et al. Multi-Behavior Generative Recommendation. CIKM 2024. 220



Inputs for SemID Construction

Unified Multi-Task Framework

I t e m M et a d a t a + B e h aVi o rs /Target Behavior Item Prediction \

Multi-Behavior Recommendation || s mmu

Behavior-Item Prediction

Next Token Prediction as

natural multi-task learning \ I T )

Next

Behavior

(prompted by behavior type)

G N

PBA Transformer Encoder —> PBA Transformer Decoder

ut u bt 1 it 8 | [it97 it 156] | be3 | [it42 | [ie 78 [it 177]- -+ - [be2 ] [it8 | [it97] [ic_156

Behzlwlor Ttem 304 Behgwor oo - -

Liu et al. Multi-Behavior Generative Recommendation. CIKM 2024. 221



Inputs for SemID Construction

Input: all data associated with the item

(2) Item Metadata + Behaviors
Fused semantic IDs & Representations

Tokenizer trained on behavior sequences

222



Part 1 Summary - SemID Construction

(1) First Example: TIGER

(2) Construction Techniques

(3) Inputs

223



Part 1 Summary - SemID Construction

(1) First Example: TIGER

(2) Construction Techniques

Context-independent (PQ, RQ, Clustering,
LM-based generator) -> Context-aware

(3) Inputs
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Part 1 Summary - SemID Construction

(1) First Example: TIGER

(2) Construction Techniques

Context-independent (PQ, RQ, Clustering,
LM-based generator) -> Context-aware

(3) Inputs
ltem Metadata (Text, Multimodal, Features)

+ Behaviors (Fused SemIDs / Representations)

225



Part 2: SemID-based Generative
Recommendation Model Architecture

226



SemID-based Recommender Architecture

Recommendation as a seq-to-seq generation problem

Ir;put: user interacted items {c,, ¢, C, C, C,, C,,,

Output: next item {c_,c_ c. cC,

227



SemID-based Recommender Architecture

Architecture: Decoder-Only / Encoder-Decoder

Next Item
A
e N
Item 64
Sem. ID = (5, 25, 55)

| t.5 |[t25][t.55]<EOS>|
Encoded

!
s . Context
Bidirectional Transformer Encoder }:>[ Transformer Decoder }

| A R A R [ S

Tokens[tus|  [t5][t23][t55]  [t5][t 25|t 78] <BOS>|[t.5[t.25] [1_55]
Item 233 Iltem 515
Sem. ID = (5, 23, 55) Sem. ID = (5, 25, 78)
— _

Y
Item Interaction History of User 5

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 228



SemID-based Recommender Architecture

Objective: Next-Token Prediction

Next Item
A
e N
Item 64
Sem. ID = (5, 25, 55)

| t.5 |[t25][t.55]<EOS>|
Encoded

!
5 s . Context
Bidirectional Transformer Encoder }:>[ Transformer Decoder

| A R A R [ S

4

Tokens[tus|  [t5][t23][t55]  [t5][t 25|t 78] <BOS>|[t.5[t.25] [1_55]
Item 233 Iltem 515
Sem. ID = (5, 23, 55) Sem. ID = (5, 25, 78)
— _

Y
Item Interaction History of User 5

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 229



SemID-based Recommender Architecture

Objective: Next-Token Prediction

Could we add negative samples like BPR loss?

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 230



SemiD-based Recommender Architecture

Objective: Preference Alignment Objective

One negative sample per instance

(b) Iterative Preference Alignment P —— r

= = <a9><b_1><c 5> Reward |72 <a_9><b_1><c 5>
I <a_9><b_1><c_1> Model { 73 } Select
Trammg OneRect <a 9><b_1><¢ 3> — > 2
Data <a_9><b_I><c_7>
/  <a_9><b_1><c_7> TN 3

chosen

rejected

DPO Training

OneRec
L

Iterative Training with Self Improvement

O
DPO

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965.
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SemID-based Recommender Architecture

Objective: Preference Alignment Objective

Multiple negative samples per instance

X: “After watching [History Sequence], which movie do you think the person will choose next from [Item List]?”

Supervised Fine-Tuning Direct Preference Optimization Softmax-DPO
: . ip ia,
Autoregressive = Pairwise 0 - o, "__ _ m _________ S
L LM "“ m LM > : & i‘ ‘; :Ranking Loss pre
1 H 1
st s i
2k F(a;t(::sr :\ Leo rays /I

Target Item Pairwise Preference Data Multi-Negative Preference Data

Chen et al. On Softmax Direct Preference Optimization for Recommendation. NeurlPS 2024. 232



SemiD-based Recommender Architecture

Inference: How to get a ranking list?

Next Item

e A N
Item 64

Sem. ID = (5, 25, 55)

| t.5 |[t25][t.55]<EOS>|
Encoded

!
5 s . Context
Bidirectional Transformer Encoder }:>[ Transformer Decoder

| A R A R [ S

-4

Tokens[tus|  [t5][t23][t55]  [t5][t 25|t 78] <BOS>|[t.5[t.25] [1_55]
Item 233 Iltem 515
Sem. ID = (5, 23, 55) Sem. ID = (5, 25, 78)
— _

Y
Item Interaction History of User 5

Rajput et al. Recommender Systems with Generative Retrieval. NeurlPS 2023. 233



SemiD-based Recommender Architecture

Inference: How to get a ranking list?

(Constrained) Beam Search

https://en.wikipedia.org/wiki/Beam_search 234



SemiD-based Recommender Architecture

Align with LLMS - LC-Rec

: N (O N\ 4 )
i ! ; 0,90
! Large ! . Semantic (001 <o)
OOOOO% i Large Language Models Gop 8 8 888 : Recommendation Integration o (S)O %(% OO
Q0 A o° : 00000 : 96,0060 LC-Rec
(@) OOOO : (e.g. LLaMA-7B) 00000 : . @ m §> @ OO éODO (®) %
i i 0000
Language Tokens i Language Semantics Item Index Tokens i Collaborative Semantics Language and Collaborative Alignment

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 235



SemiD-based Recommender Architecture

Align with LLMS - LC-Rec

N @ h
1 OO
i Semantic (@) OO O

QOOO% ! Large Language Models Recommendation Integration o é) QO

0 , i
Q0 ~ P ! & o o Oo LC-Rec
o) OQOO (L (e.g. LLaMA-7B) @> i) W > @ CP 00
Language Tokens i Language Semantics Item Index Tokens E Collaborative Semantics Language and Collaborative Alignment
\

Ooooo

Core Idea:

Construct instructions containing
both Semantic IDs and language tokens

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 236



SemID-based Recommender Architecture

Align with LLMS - LC-Rec

— D

A. Sequential Item Prediction

Based on the user’s historical interactions:

153 3 Il o o Y | cx
what to recommend to the user next? =Eek

SemlD-based seq2seq task
N Y

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 237



SemID-based Recommender Architecture

Align with LLMS - LC-Rec

— R
B. Explicit Index-Language Alignment

A. Sequential Item Prediction

Based on the user’s historical interactions:

153 3 Il o o Y | cx
what to recommend to the user next? =Eek

« Can you provide (the corresponding title) / (item) ?

[2.5][p3 ][5 ][_7 | 4% [ Pokémon Moon — Nintendo 3DS |

Translation between SemlIDs and titles
N Y,

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 238



SemID-based Recommender Architecture

Align with LLMS - LC-Rec

(A. ial Item Predicti ) ( ‘ O
A-Sequential Item Prediction [B. Explicit Index-Language Alignment A
Based on the user’s historical interactions: pe T

an you provide ?
as5|[b2|fc6|d7| [as5]ba]c2]d1 » «
e LoRee | O Gy o ()

§ J

(C1-1. Asymmetric Item Prediction ) ~— (C1-2. Asymmetric Item Prediction )
Based on the user’s historical interactions: t Given the title sequence of user historical items:
Mlﬁ"ﬂl ,lb;4| c2 M . | Ultimate Workout LI Marvel Super Heroes | Yo
predict the title of next item. recommend a suitable next item. w26 zlcellaz

\ | Pokémon Moon — Nintendo 3DS | C. Imp]lCIt \ /

Recommendation-

oriented Alignment

Implicit Translation between SemIDs and titles
- Y

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 239



SemID-based Recommender Architecture

Align with LLMS - LC-Rec

(" A. Sequential Item Predicti ) ’ ‘ D)
SIS I (B. Explicit Index-Language Alignment A

Based on the user’s historical interactions:

Can you provide (the corresponding title) / (item) ?
5|[b_2|[c6|d7]| [as5]ba]c2]d1 » «
Im:llﬁllen_mlo SI:IIC],I:T] 4. LC-Rec [a5][b3][c5 ][d_7 | 4= [Pokémon Moon — Nintendo 3D5 |
1\ 1 e

&

(C1-1. Asymmetric Item Prediction ) ~— (C1-2. Asymmetric Item Prediction )

Based on the user’s historical interactions: t Given the title sequence of user historical items:

Mlﬁ"ﬂl ,lbilww . [ Uttimate Workout LI Marvel Super Heroes | o
predict the title of next item. recommend a suitable next item. azlbzlce [z
I e )

\ | Pokémon Moon — Nintendo 3DS | C. Impﬁdt \
Recommendation-

(" C 2. Ttem Prediction Based on User Intention ) | Oriented Alignment
Suppose you are a search engine, now a user searches that:

The game has an open world environment....
can you select an item to respond to the user’s query?

N\ ]2 o] / )

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 240



SemID-based Recommender Architecture

Align with LLMS - LC-Rec

) \
h (" B. Explici i R
. Explicit Index-Language Alignment

(. A. Sequential Item Prediction

Based on the user’s historical interactions:

Can you provide (the corresponding title) / (item) ?
5|[b_2|[c6|d7]| [as5]ba]c2]d1 » «
Im:llﬁllen_mlo SI:IIC],I:T] 4. LC-Rec [a5][b3][c5 ][d_7 | 4= [Pokémon Moon — Nintendo 3D5 |
1\

&

(C1-1. Asymmetric Item Prediction ) ~— (C1-2. Asymmetric Item Prediction )

Based on the user’s historical interactions: t Given the title sequence of user historical items:

Mlﬁ"ﬂl ,lbilww . [ Uttimate Workout LI Marvel Super Heroes | o
\predict the title of next item. & It \recommend a suitable next item. j

| Pokémon Moon — Nintendo 3DS |

Recommendation-
4 C 2. Item Prediction Based on User Intention ) oriented Alignment (" C 3. Personalized Preference Inference )
Suppose you are a search engine, now a user searches that: Given the user's historical interactive items:
The game has an open world environment.... | b2]c6]d7], | b4|cz]d1] .

can you select an item to respond to the user’s query? e e

b / K The user has recently been playing a
K game that requires a hard disk drive /

Zheng et al. Adapting Large Language Models by Integrating Collaborative Semantics for Recommendation. ICDE 2024. 241



Part 2 Summary - Architecture

(1) Train from Scratch

(2) Align with LLMs
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Part 2 Summary - Architecture

(1) Train from Scratch
Objective (NTP, DPO, S-DPO)
Inference (Beam Search)

(2) Align with LLMs
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Part 2 Summary - Architecture

(1) Train from Scratch
Objective (NTP, DPO, S-DPO)
Inference (Beam Search)

(2) Align with LLMs

LC-Rec: Instructions containing both semIDs and
language tokens
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Diffusion Model

-based Generative Recommendation
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What is Diffusion
Forward I
process @' -

Reverse @ .
process e

Build the mapping between data sample and
Gaussian sample

Denoising Diffusion Probabilistic Models. NeurlPS 2020
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What is Diffusion

Predict
step 999 Noise

Algorithm 1 Training Algorithm 2 Sampling
1 repeat 1: xr ~N(0,1)
2: XONQ(_XO) 2: fort=1T,...,1do
2' B Ij{;l(l(f)orlr)n({l, T 3: z~N(0,I)ift > l,elsez=0
TEn~ 5 i
5: Take gradient descent step on 4 X1 = \/_1a=t (xt - \/_TT%IE" (xt, t)) + o1z
Vo ||e—eg(\/6ztxo+\/1—dte,t)||2 5: end for
6: return xg

6: until converged

Remove the noise step by step from a
Gaussian sample.

Denoising Diffusion Probabilistic Models. NeurlPS 2020
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Diffusionin CV

Diffusion is at the core of visual content generation.

Image generation Video generation

Stable Diffusion, DALL-E... Sora, Hunyuan-Video, Keling...
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Diffusion for recommendation

Use diffusion to enhance traditional recommender

More robust representation
Data augmentation

Diffusion as recommender

Diffuse on the user interaction vector
Diffuse on item representation
Discrete diffusion

Diffusion for personalized content generation

Personalized try-on, image,....
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Diffusion as enhancer

—> %
Output

hy h, h

U1 @ @ . . @ jrogo o % Transformer
: @Original item ! 4
Us @ @ . ! ! Zz Distribution Z
' ! Representation

, X , ‘f’Ugi‘Augment item |
Uqug 'U3 'U4 UZ "UG Rt wrwsssmsms ¢ ]
Sequence Level A,, ® i 2
""""""""""""""""""""""" ‘“ Input

Timeline-) | |

“E @O0 i et
“®®O O F 2

Item Level

S

S

User’s Historical Interaction Sequence S

Approximator fq(x,d, S)

Generate more interaction Enhance the robustness of
or sequences embeddings

Diffusion Augmentation for Sequential Recommendation, in CIKM 2023.
DiffuRec: A Diffusion Model for Sequential Recommendation, in TOIS 2024
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Pseudo sequence generation (1)

Generate pseudo sequence embeddings
conditioned on historical interaction sequence

Diffusion Augmentation for Sequential Recommendation, in CIKM 2023.
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Pseudo sequence generation (ll)

The model architecture is adopted from U-Net

-~

----------------------

..............

Diffusion Augmentation for Sequential Recommendation, in CIKM 2023.
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Diffusion for recommendation

Use diffusion to enhance traditional recommender

More robust representation
Data augmentation

Diffusion as recommender

Diffuse on the user interaction vector
Diffuse on item representation
Discrete diffusion

Diffusion for personalized content generation

Personalized try-on, image,....
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Diffusion as recommender

J

N

Eg{.@y T

=) -

[00000|[0®083|

20 21 -
Reverse

Diffuse on the user
interaction vector

Forward process (noising)

q(eqler™)

T t
€, =inni = -
o en L PO =
Reverse process (denoising)
Gaussian t—1|,t Target
noise Po(en "len, €n-1) item

el, —
€1:n-1 - Cn1—> MLPHE
t —

Diffuse on item
representation

‘ x - ’ Transitions

between items |
|

User Historical Interactions

Discrect Diffusion

: —@
* Item to be recommended E

Discrete
diffusion

Diffusion Recommender Model, in SIGIR 2023.
Generate What You Prefer: Reshaping Sequential Recommendation via Guided Diffusion, in NeurlPS 2023 254
Breaking Determinism: Fuzzy Modeling of Sequential Recommendation Using Discrete State Space Diffusion Model, in NeurlPS 2024



Interaction vector completion (l)

Motivation - limitation of GANs and VAEs:

() Forward
—_— > e ...

Xo X1 i X2 X
L_J Reverse

GAN- and VAE-based
recommenders suffers from
issues like instability and
representation collapse.

=)
o

E|H

(a) lllustration of VAE.

(

Historical Predicted future
interactions

H00000]|

O True-negative item

O True-positive item
0 ® False-positive item

® False-negative item

(c) Objective of recommender systems.

[00000|[0®08Q]|

(b) lllustration of DiffRec.

-DB Forward [ |
Zob-- Z4|--->

%o ol -

'_ Reverse |__|

E1, E2: encoders D1, D2: decoders

(d) llustration of L-DiffRec.

Diffusion Recommender Model, in SIGIR 2023.

ZT

N>
~

255



Interaction vector completion (ll)

Forward: corrupt the interaction vector into gaussian noise
Reverse: recover the interaction vector from the gaussian

——— o — ——

Latent Diffusion

Forward urverse

» ~r P El1

cCOX000®
=
o
v

E?
[\ [\ [

|
> @ ma Q- V4 B -
I ~
X0 |O: (OTrue-positive item OTrue -negative item X0
N = . 4
o ® False-positive item ® False-negative item
E1, E2, E3: encoders D1, D2, D3: decoders
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Generate item embedding

There exists an implicit distribution, from which
target item embedding can be generated.

Challenge:

e The data-generation distribution is

complicated and unknown.
Solution:

e Capture the data-generation
distribution by connecting it with
Gaussian distribution.

e This can be achieved by diffusion.

Learning-to-generate Paradigm

Generate What You Prefer: Reshaping Sequential Recommendation via Guided Diffusion, in NeurlPS 2023
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Generate item embedding

e Diffusion on target item embeddings.

e Guided by user interaction sequence for personalization.

Forward process (noising)

q(enler ™)

R R o -

........

Reverse process (denoising)
Gaussian t—11 .t

noise Peo (en |env Cn—l) item

el —»

n
€1n-1 - n-1=—> MLP €=

Diffusion
process

Guidance

Generate What You Prefer: Reshaping Sequential Recommendation via Guided Diffusion, in NeurlPS 2023
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Generate item embedding

e Different sequence encoder

Forward process

q (xr | x,_, )

RO —>- - - —> R

=1

S

—

Target item

Pa(

& 1d

(oluivl) H RelLu H Pooling I—T—ﬂ
rak |
S Convid - T |
X (1*3) © Pooling |5

|

|

|

Convild
-‘-{ a*s) HRd.u HPoolmg |

Sequence Multi-scale CNN

————

Reverse Process

BEND)

— O @ — xT

Gaussian noise

000000

Residual LSTM  Output

Diffusion Recommendation with Implicit Sequence Influence, in WWW 2024
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Generate item embedding

e Uncertainty-aware guidance

R i ST MMM LY I ML DLW M3 JCMCWESERERCN PO ) " '
1L ennv=[ee...,en ] ' 3 € N_1= €1N-1 Ly 1
: : m g @ \ : — - : : : Forward process —‘; :
 DBOBRUMG | oot )l BTl
1] i » - S : 1 (Posi 1 23 3 5 6 7 8 ), 1y Reverse process 1
1  Observed sequence with uncertain missing data . Ly : 1
| CouEETTEs eq_ s e ? T / ' I (@ Keep sequence stochastically I Ly |p9(ef“1|g, ey)| 1
I Y Sea < 1 = e i 1
: [ Global ] [ Local ] 4 | Sample to ' P e e CUTLLVLELY : : :. 250 Guidance g e :
; : Stability Continuity —> edit ellgN—l = [edit(en)], 7 i o & i
1 . Dual-side Probobility Models - \ o ‘ 1 : 1 31 - . e 3 :
:,——"' Stability: 06 ", : : W I .:! é.—»g —>g = \g<—£<—“é e
1 | [ continuity : 09 08 02 } : ' \_Pos:—1 S ‘ - "
L @ 23 ) ‘ : : | (@ Remove items stochastically I : : :: H
' : s ) = - . - L lig=e Consistency Regularization ]
1 - Uncertainty-aware guidance creation with |s y___ 502 2707 TR el .
: i f dual-side Thompson sampling : : Diffusion model :

Uncertainty-aware Guided Diffusion for Missing Data in Sequential Recommendation, in SIGIR 2025
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Generate item embedding

e |Incorporate preference optimization

»CSimple = ]E(e(—)i_,c,t) [||-F0(32L, ta M(C)) - 93_”2] )

Lppr-pift.c = —logo (—|H| . [S (éBL

Lreferpit =  ALsimple + (1 — A)Lapr-DifrC -
N——r b ~~ #
Learning Generation Learning Preference

Preference Diffusion for Recommendation, in ICLR 2025

,eg) - S(‘F@(ét_ataM(c))’éa)]) S
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Discrete diffusion

State transitions occur under discrete conditions for the

entire interaction sequence.

:E Descriptions Semantic IDsE

"
‘ ‘ Transitions ! Roses reg
9,0}

ency !
between items |i teacupand e |
0" saucer. !

H
11 Antique olive H
! 1 green flower (12,47,55) |

User Historical Interactions teacup.

Discrect Diffusion

t

!1 Baking mould |

11 heart white (17,37,69) |

:: chocolate. H
{ J o

Item to be recommended ! Seq2seq model

"

4 :

"‘“ e (17.42,51) |

fuzzy sets

Represent interaction sequence as
one-hot vector through semantic
ID.

Conduct discrete diffusion on
interaction sequence.

Breaking Determinism: Fuzzy Modeling of Sequential Recommendation Using Discrete State Space Diffusion Model, in NeurlPS 2024.



Discrete diffusion

Semantic IDs

.4

Algorithm 1 Training of DDSR. /

Input: historical intera¢tion sequence vi.n—1 = C1:n—1;1:m; target ifem v, = Cp;1.m; transition
matrix Q,; Approxifrator=z{):

Output: well-trained Approximator fo(-). Forward process

While not converged do:

1: Sample Diffusion Time: ¢t ~ [0,1.....T]; e,

2: Calculate ¢-step transifion probability: Q_t =Q,Q5--Qy; QI ij = {(1 ~EAM =R iiz i; '

3: Convert Cn;1:m 1O one-hot encoalng mn P

4: Obtain the discrete state mn 1.m after ¢ steps by Equation 2, thereby obtaining the ’fuzzy set’
cl:n—l;l:m’ N t

5: Modeling cz.p.1.m based on *fuzzy sets’ through Equation 5; Co:n;1:m = fo (cl:n—l;lzm7 t).

6: Take gradient descent step on VLo g (€2:n:1:m s C2:n:1:m)-

Breaking Determinism: Fuzzy Modeling of Sequential Recommendation Using Discrete State Space Diffusion Model, in NeurlPS 2024.



Discrete diffusion
e Quantization embedding with continuous diffusion.

Semantic Codebook | DGR x| T, ke XD
Reverse
e s e R
Update Quantize %) = fo(xt,5,t)
Next item ¢ Time step Tt ;
%1 ¢2 ¢cs Y 4 E: e [t R
Enhanced guidance . — Y :]io XL
OIITO: 3 Dencisin e
D:D:D] S Dj:D:D sq S 9 @ 7 Ground-truth
I:[F —] |:> Enhanced guidance model f0 ¢ next item
/ ! ~t g \ J Denoised item
ITTTOs [ITITO s, 3 o LLT1 S 7 VP
Sequence Embeddings  Quantized Embeddings =y ¢
Semantic Vector Quantization Contrastive Discrepancy Maximization

Distinguished Quantized Guidance for Diffusion-based Sequence Recommendation, in WWW 2025..



Diffusion for recommendation

Use diffusion to enhance traditional recommender

More robust representation
Data augmentation

Diffusion as recommender

Diffuse on the user interaction vector
Diffuse on item representation
Discrete diffusion

Diffusion for personalized content generation

Personalized try-on, image,....
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Personalized content generation

e A photo of V woman A photo of mysterious
: ﬁ shaking hands with A photo of V. woman V woman witcher at
¥ Joe Biden night

piloting a fight jet

¥

Personalized try-on Personalized image

OOTDiffusion: Ouftfitting Fusion based Latent Diffusion for Controllable Virtual Try-on, in arXiv
InstantBooth: Personalized Text-to-lmage Generation without Test-Time Finetuning. In CVPR 2024. 266



Personalized Try-on

Generate realistic 3D try-on given person images,

clothes images, and a text prompt.

3D Human Generator

“A woman wears and grey skirts.”
I Back Propagation l 1 Back Propagation
template ,,,,,,7‘ .
[ 1 @ . - (/ ;
13 Differentiable | | P! leferenuahle ,)‘D lefuse
\ Renderer } } } Renderer \ L5
\ ‘ \
| I
| I /
| L
,,,,,,,,
DMTet ¥,
ST T
s s
[ i
} \ } | DensePose
(g, my) | | } Reﬂdef er
I I
I I /
| L
,,,,,,,,
DensePose

s

D e . Wy

¢ 1
|
Differentiable } } | [hfferenuable lefuse Y LEWS
Renderer } I } Renderer
|
o | [Re
*i I_LremplatEJ X I L /
e = T
DMTet ¥,
| Back Propagation A+ 1 ¢ Back Propagation
_______________________________________________
| D SD + Multi-concept Normal-style Pre-defined Uniformly- dlsmbuted|
| ControlNet LoRA LoRA ﬂ Camera Camera |

DreamVTON: Customizing 3D Virtual Try-on with Personalized Diffusion Models. MM 2024
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Personalized Image

Generate personalized image given person images and
the desired concept.

Rich Patch Feature

e (N -~ CrossAttn
Encod EENEEEEEN - -
i L AN Adapter
N
................. . 3
v SelfAttn
Shared "‘
Backbone Prompt Embeddlngs n

[_Jphoto ‘2

3 a 4

o of L o :
; L R s~ R CrossAttn
Concept 0 2 Vo Generated Image

Input Images Encoder ! ~.

i peson e

N b it e s ® - G

]- SelfAttn
Frozen
Input Prompt: "Photo of 7 person” —-[ CLIP Text Encoder ] U-Net

Trainable

InstantBooth: Personalized Text-to-lmage Generation without Test-Time Finetuning. CVPR 2024
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Summary

Open Challenges and Beyond
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Summary

Scaling Law:

e larger model + larger dataset ->
better performance

Most large models are generative
e (LLMs, Text2Video Models)
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Summary

Scaling Law:

e larger model + larger dataset ->
better performance

Most large models are generative

e (LLMs, Text2Video Models)

¢ Large generative rec models?

wcaronn. i
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Summary

& How to get a large generative rec model?

e Pre-trained model (e.g., LLMs) -> Adaptation;
e From scratch;

Paradigms | Adapt Pre-trained Models | | Train from Scratch |

ke g
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Summary

Adaptation
Mainly LLM-based recommendations

? Application
Zero-shot Align Behaviors | ! [Conversational RS Agent
« Rating o Text o Model o User Simulator | !
Covered Topics o Rankedltems P e Collaborative | ! | e Dataset o Rec.Assistant | |
Represnetation 5 « Evaluation
* Discrete Token | ! o Product
 Multimodal )
Section 3.1 Secion32 Section33 . Section34
(Pre-trained)
Backbone Models Large angungs Modsh |
Section 3
Paradigms | Adapt Pre-trained Models | | Train from Scratch |

ke g
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Summary

From Scratch

e Autoregressive models (e.g., semantic ID-based);
e Diffusion models;

o Application S Semantic ID Construction !
Zero-shot Align Behaviors E Conversational RS Agent ' 5 Technique Input : AR Model DM Model Personalized
¢ Rating o Text ! ¢ Model o User Simulator * RQ ¢ Random 5 ¢ Architecture o Interaction G(e:::::n
Covered Topics o Rankedltems ¥ e Collaborative | ! » Dataset * Rec. Assistant 1+ | » Clustering o Item Metadata | | | o Training Probability
Represnetation | o Evaluation i1 le LM o Behaviors + : Objective * Representation
o Discrete Token | ! ¢ Product e PQ&AE Item Metadata | ! | « Model
* Multimodal » Context-aware 1 Inference
Section 3.1 Section32 Section33 Section34 7 Secion42 Section 4.3 Section 5.1 Section 5.2
(Pre-trained) 7 S
Bickboiie Modals | Large Language Models | | Autoregressive Models | | Diffusion Models |
Section 3 Section 4 Section 5
Paradigms | Adapt Pre-trained Models | | Train from Scratch |

mckrnn. i
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Summary
Open Challenges

open Cha“enges _ _ _ _ _ _

Section 6.1 Section 6.2 Section 6.3 Section 6.4 Section 6.5 Section 6.6
{ Application : ? Semantic ID Construction E
Zero-shot Align Behaviors E Conversational RS Agent E f Technique Input f AR Model DM Model Personalized
« Rating o Text | e Model o User Simulator | | | | e RQ * Random { |+ Architecture O UiZeEn Generaﬁoc"Mtn
Covered Topics o RankedItems ¥ e Collaborative | ! o Dataset e Rec. Assistant 1+ | » Clustering o Item Metadata | | | » Training Probability
Represnetation | | | e Evaluation : Ve LM * Behaviors + : Objective * Representation
¢ Discrete Token | | ¢ Product 11| PQ&AE Item Metadata | | | ¢ Model
* Multimodal : i1 | » Context-aware : Inference
Section 3.1 Section32 . Section33 Section34 | Sectiond2 Section 4.3 Section 5.1 Section 5.2
(Pre-trained)
Bickboie Modals I Large Language Models | | Autoregressive Models I l Diffusion Models |
Section 3 Section 4 Section 5
Paradigms | Adapt Pre-trained Models | | Train from Scratch |
Baekground - e el
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Open Challenges

Part 1: What becomes harder?

Comparing to traditional RecSys, what challenges
may large generative models face?

Open Challenges

Inference Efficiency

Model Updating

Item Tokenization
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Open Challenges

Part 2: What becomes possible?

What new opportunities may large generative models
unlock for recommender systems?

Open Challenges

Emergent Ability

Test-time Scaling &
Reasoning

Unified Retrieval and
Ranking

Section 6.4

Section 6.5

Section 6.6
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Part 1: What Becomes Harder?

Comparing to traditional RecSys, what challenges may
large generative models face?

278



Inference Efficiency

Retrieval Models: K Nearest Neighbor Search

Generative Models (e.g., AR models): Beam Search

B Decoding (91%)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025. 279



Inference Efficiency

How to accelerate LLMs? Speculative Decoding

e Use a “cheap” model to generate candidates
e "“Expensive” model can accept or reject (and

perform inference if necessary)

[START]
[START]
[START]
[START]
[START]
[START]
[START]
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Leviathan et al. Fast Inference from Transformers via Speculative Decoding. ICML 2023. 280




Inference Efficiency

Speculative decoding for generative rec? X

N-to-K verification

i
[ Draft Model |
# v
.." [a4][b4][eq]*
5 @ .|b1 Ca|*
, 2l a1]b-fles] x
Venfy

Vﬁ rify ’Ve rify ¥
.' Targét LLM .'

ilii

Step1v’ Step2v  Step3x
(b) N-to-1 Verification of Traditional SD (N=3)

Draft Model Step1 Step2 Step3
v |a4llbs] |a4]lb2]c
a1!lb2 31Hb2 C>
% |aglbs] [a4]|bsfcs

@Verify @ Verify

NSNS
<

Target Model  Step1x Step2 Step3
(c) N-to-K Verification of SD with Beam Search (N=K=3)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025.
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Inference Efficiency

In addition to single-model acceleration methods,
what about “serving throughout”?

Example: vLLM offers solutions for high-throughput
and memory-efficient inference and serving

What's unique for generative rec?

https://github.com/vllm-project/vilm 282



Timely Model Update

Recommendation models favor timely updates

Deployment without Update Delay

e ———— -

\Y | \Yi \
I Iy I
i ; DO D, | ! D1 D, | !
Tralmng Step 0 ;l‘ ;" E

’——————~

Lee et al. How Important is Periodic Model Update in Recommender Systems? SIGIR 2023. 283



Timely Model Update

Delayed updates lead to performance degradation

Deployment with Update Delay

1 step delayed

2 step delayed

CML Model

——— Atrticle
—— Blog

Comics
—— Commerce

Lee et al. How Important is Periodic Model Update in Recommender Systems? SIGIR 2023.

284



Timely Model Update

How to update large generative rec models timely?

(Frequently retraining large generative models may
be resource consuming)

285



Timely Model Update

How to update large generative rec models timely?

P T T T T T T T T T —

' X, Who is the president of the US?: Y. - Joe Biden |

_____________________________________

F Donald Trump Donald Trump
Joe Biden x Joe Biden \/
Knowledge editing?

Yao et al. Editing Large Language Models: Problems, Methods, and Opportunities. EMNLP 2023. 286



Item Tokenization

Multiple objectives for optimizing item tokenization

P L & g O Lpiv O Lo O Lpiw
- @ \ O : Code embedding R
o O; o G | | | | R Semantic regularization
PN L @ . : Cluster , 7 8
E i / @ @ Postive emb. E Nearest Ll1]2ls]als s Nearest 1/2|3lals|s| Nearest|, . !
i
' (5) / " OO O: Negative emb. ! ! i
@ / % < : Push away N ! ! |
! : Pull closer ! { | T 4 i ;
! @ : ! - 2|l> i : - (4] > i i !
e  Diverisity regularization - ------- ! ! ! : i | QLSem
I R $03090909090 | o peEessE e g T A\l 1
Residual Resudual Residual ReSIduaI ! ]
Title: Casio 44 Key I/‘ | l
i i
MiniKeyboard — il — L Code embedding: + + + = Decoder i
Description: The 44 I\I i :
key Casio SA-76... . Quantized . !
— . ) Latent Code sequence: <a_2> <b_4> <c_3> <d_6> erbediing ! Reconstructed :
Semantic information ~ Semantic i ' semantic !
. i
embedding embedding | embedding i
i
______________________________________________________________ - ' 1
: - s T
— 1
- ID: 23142 M h_" rO i
! CF model CF embedding by Lcr '
“ - Collaborative regularization - - - - - - — - - oo -

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 287



Item Tokenization

Multiple objectives for optimizing item tokenization ...

But none of them is directly related to rec performance

R e e il W Lpi Lpi Lp; Lp;
» . o 5 Div Q Div D D
b @ N O Code embedding ; eSS Q Q hd Q d
v @ . :- ] | | | h Semantic regularization
! e @ . : Cluster —_—
e / @ Postive emb. Nearest Nearest 1]2/3]a] Nearest [
! /Q 2 6 s|6
! ° @@@ Negative emb.
@ /% < : Push away I
i
: © : Pull closer ! i A
>
(SRR Diverisity regularization -------- ! ) QL Sem
e —— N L ’ \
Resldual Residual Residual Residual | !
Title: Casio 44 Key I/‘ |
Mini Keyboard _— _, _. Code embedding: + + + = Decoder |—
Description: The 44 I\I i
key Casio SA-76.. Latent Codesequence: <a_2> <b 4>  <c_3> <d_6> Quantized i :
— - Semaniic embedding 1 Reconstructed |
Semantic information i | semantic '
% embedding embedding | embedding i
! 1
_______________________________________________________________ L---, .1
I ‘ ph- o) :
- ID: 23142 hh_' [ b i
! CF model CF embedding "+ CF|

i
“ - Collaborative regularization - - - - - - — - - oo

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 288



Item Tokenization

reconstruction loss # downstream performance

How to connect tokenization objective with
recommendation performance?

Zipf's distribution? Entropy? Linguistic metrics?
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Item Tokenization

Language Tokenization

2014~2015:
Word / Char

Context-independent = Context-aware
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware

SemlID Construction
2023~2024:
RQ / PQ / Clustering /
LM-based Generator

AP



Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware

SemlD Construction
2023~2024: 2025:
RQ / PQ / Clustering / ActionPiece / ?
LM-based Generator

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 293



Part 2: What Becomes Possible?

What new opportunities may large generative models
unlock for recommender systems?
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Emergent Ability

Abilities not present in smaller models but is present
In larger models

(A) Math word (B) Instruction
roblems following (C) 8-digit addition 53 (D) Calibration
25 P =
~ s 70 100 3
XX 20 Instruction Scratchpad g 100
bl 20 o] tuning ~
> Chain of $ 60 ? 80 8
% thought > 5 el
=5 15 < = -
= A > 60 <
Q a5} No < Q
< 10 + instruction S 40 ({)
M D tuning Q 20
0 = 40 2 =
E 5 z < 20 |+ ~ 1
0 No chain o N‘}) B €3 10
U 0 of thought — 30 0 scratchpa @)
| L ) m .
102! 10?2 1023 10%4 1021 1022 3028 1% 1082 190 1gf 3o 0% 0% 7024

Model scale (training FLOPs)

Wei et al. Emergent Abilities of Large Language Models. TMLR. 295



Emergent Ability

Do we have emergent abilities in large generative
recommendation models?

0

180 Mix domain
~170 Diff domain -10
O\O ——
=160 X -20
: s
g 150 ,% 30
2 140 ~
3, Q —-40 Layer=2
é 180 o Layer=4
& 5 -50
0 120 bt Layer=8
% A ~60 Layer=12

Ho Layer=24

100 —-70 Layer=48

2 4 8 12 24 48
2 4 6 8 10
et Position

Cross-domain Trajectory Prediction

Zhang et al. Scaling Law of Large Sequential Recommendation Models. RecSys 2024. 296



Test-time Scaling

There have been explorations on model / data scaling of
recommendation models

o1 AIME accuracy
at test time
100 ~

80 -
)

©
5 6014

[
8
® 0
& o]
©
Q

201 °®

0

test-time compute (log scale)

Test-time scaling is still under exploration

https://openai.com/index/learning-to-reason-with-llms 297



Test-time Scaling

: ® =
Reasoning over latent o | -
. SedRec : Item Embedding :
hidden states to scale up o O |
o . I Reasoning Hidden State :
test-time computation. e o o | —
C. ) (O C ). I Seq Representation |
0.08- -70.00 (a) Direct Recommendation ~ '-————-=-——-———- X
Base Ours Ours (Upper Bound)
007-  *9258% +48.04% -54.00 C C (@D O pO
) +43.64% . {})\ ﬁ)\ iy . 5
%o.oa— 73 3300 2
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 0.05- -22.00 E
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004- e BN 600 SSAEBES D
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0.03- --10.00
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Tang et al. Think Before Recommend: Unleashing the Latent Reasoning Power for Sequential Recommendation. arXiv:2503.22675. 298



Large Diffusion Model

End-to-end personalized content generation with
diffusion model.

e Existing work largely uses pretrained diffusion
model to generate personalized content.

e An end-to-end training could bring mere
personalization.
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Agentic

Next: personalization & agentic system

Customize ChatGPT

Introduce yourself to get better, more personalized responses @

5
o Q Completed
44s - 22 sources

What should ChatGPT call you? i
@ Thinking

@ Exploring scientific

movies

What do you do? @ Evaluating movie

themes

What traits should ChatGPT have?

mmm?) 22 web pages

I love Iron Man. Recommend some scientific movies for me.

All these movies have strong scientific elements, either based
on real events or accurate concepts. The Imitation Game shows
early computing, while Interstellar uses real physics theories.
I'm checking if they fit the user's taste for adventure and
innovation, like Iron Man. The Martian's survival story and 2001's
space exploration seem to match well.

Hidden Figures tells a true story of NASA mathematicians,
which is inspiring and scientific. | think these choices will
engage the user with their blend of science and drama.

Let me ensure they're not just fiction but grounded in science.
The Martian is known for realism, and 2001 incorporates real
science from Arthur C. Clarke.

The Martian (2015) follows an astronaut using science to survive
on Mars. It's problem-solving and engineering, much like Tony
Stark's character, and focuses on botany and space exploration.
Hidden Figures (2016) celebrates African-American women at
NASA, focusing on math and aerospace engineering. Its
inspiring story aligns with Iron Man'’s themes of intelligence and
overcoming challenges.
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Agentic

Interacted Items Q
t
m. Retriever |<+—
LU-—
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i q
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! Wrong l Correct
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Representations zj,
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Large agentic system
for precise user
modeling and better
recommendation
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Unified Retrieval & Ranking

models

Inference
(Online)

Complicated Architecture

Embed input
item or query

e Difficult to be optimized
In an end-to-end way

e Latency between /
within different modules

Training
(Offtine)

rules, strategies, heuristics

Oldridge and Byleen-Higley. Recommender Systems, Not Just Recommender Models. 302



Unified Retrieval & Ranking

Is It possible to replace traditional cascade architecture

Recommended Videos

~10%°
Hundreds of
Coarse-grained |Thousands Thousands | fine-grained Dozens
Retrieval Corpus * \ ranking 2
~102

~10°

(b) Cascade Architecture

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965. 303



Unified Retrieval & Ranking

Is It possible to replace traditional cascade architecture
with a unified generative model?

(a) Unified Architecture O ¢ | == ) [—‘ﬁ(—] Recommended Videos
End-to-End ‘( Dozens _ H
Generation 'L Encoder Decoder " H
(

) OO O iCJ ]
Video
Corpus .
Recommended Videos

~1010
Hundreds of
Coarse-grained |Thousands Thousands | fine-grained Dozens
Retrieval Corpus * \ ranking T
~10 2 ~10 2

(b) Cascade Architecture

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965. 304



Unified Retrieval & Ranking

Better throughout when ranking more candidates
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Zhai et al. Actions Speak Louder than Words: Trillion-Parameter Sequential Transducers for Generative Recommendations. ICML 2024. 305



» Papers
o Surveys
o LLM-based Generative Recommendation

Q & A = LLM as Sequential Recommender

= Early Efforts: Zero-shot Recommendation with LLMs

= Aligning LLMs for Recommendation

= Training Objectives & Inference

T h a n k yo u fo r C O m I ng! = | | M as Conversational Recommender & Recommendation Assistant
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o Semantic ID-based Generative Recommendation
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= Quantization
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