Summary

Open Challenges and Beyond
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Action Tokenization

Human-readable Data 2 ()

o R

Machine-readable Data %)

ﬂ Tokenize

&
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Action Tokenization
Human-readable Data ()
Machine-readable Data

13487, 1124, 119240, i772 One token per action? &

$ ﬂ Tokenize
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Action Tokenization

Human-readable Data 2 ()

COR®

Machine-readable Data &5

Premium Men’s Short Sleeve Athletic Training T-Shirt Made of Lightweight Breathable Fabric, Ideal for
Running, Gym Workouts, and Casual Sportswear in All Seasons; High-Performance Breathable Cotton Crew
Socks for Men with Arch Support, Cushioned Heel and Toe, and Moisture Control, Perfect for Sports,
Walking, and Everyday Comfort; Men’s Loose-Fit Basketball Shorts with Elastic Drawstring Waistband,
Quick-Dry Mesh Fabric, and Printed Number 11 for Professional and Recreational Play; Official Size 7
Composite Leather Basketball Designed for Indoor and Outdoor Use, Deep Channel Design for Enhanced
Grip and Ball Control, Ideal for Training and Competitive Matches;

Text description of each action? &

ﬂ Tokenize
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Semantic IDs
(also called: SemID or SID)

A few tokens that jointly index one item.

'd ‘ﬁ \
t3, t321, t643, t1011
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Action Tokenization

Can we find a sweet spot between

One token per action
13487, 1124, 119240, i772

Semantic IDs

134, 1392, 1600, 1891, t21,
1502, 1592, 11002, 1123,
1403, 1611, 1821, 121,
1502, 1711, 11022

Text description of each action

Premium Men’s Short Sleeve Athletic
Training T-Shirt Made of Lightweight
Breathable Fabric, Ideal for Running,
Gym Workouts, and Casual Sportswear in
All Seasons; High-Performance
Breathable Cotton Crew Socks for Men
with Arch Support, Cushioned Heel and
Toe, and Moisture Control, Perfect for
Sports, Walking, and Everyday Comfort;
Men’s Loose-Fit Basketball Shorts with
Elastic Drawstring Waistband, Quick-Dry
Mesh Fabric, and Printed Number 11 for
Professional and Recreational Play;
Official Size 7 Composite Leather ...
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Open Challenges

Part 1: What becomes harder?

Comparing to traditional RecSys, what challenges
may large generative models face?
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Open Challenges

Part 2: What becomes possible?

What new opportunities may large generative models
unlock for recommender systems?
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Part 1: What Becomes Harder?

Comparing to traditional RecSys, what challenges may
large generative models face?
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Cold-Start Recommendation

Do semantic ID-based models really good at
cold-start recommendation?
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Cold-Start Recommendation

Do semantic ID-based models really good at
cold-start recommendation?

Model

#Params.

Video Games

Cell Phones and Accessories

™M) Overall In-Sample Unseen Overall In-Sample Unseen
(39.7%) (60.3%) (31.8%) (68.2%)

R@50 N@50 R@50 N@50 R@50 N@50 R@50 N@50 R@50 N@50 R@50 N@50
UniSRec 290  0.0621 0.0200 0.1386 0.0461 0.0118 0.0029 0.0233 0.0077 0.0604 0.0211 0.0060 0.0014
Recformer 233.73  0.0740 0.0218 0.1082 0.0333 0.0514 0.0142  0.0236 0.0070 0.0340 0.0103 0.0188 0.0055
TIGER 13.26  0.0584 0.0193  0.1472 0.0486 - = 0.0232 0.0078  0.0730  0.0245 - o
TIGERc 13.26  0.0611 0.0198 0.1447 0.0482 0.0061 0.0011 0.0233 0.0078 0.0691 0.0238 0.0019 0.0003
SpecGRAux 16.16  0.0726 0.0220 0.1399 0.0436 0.0283 0.0078 0.0269 0.0084 0.0722 0.0230 0.0058 0.0015
SpecGR++ 13.28  0.0717  0.0225  0.1323 0.0439 0.0318 0.0084 0.0275 0.0090 0.0730 0.0246  0.0063 0.0017

Ding et al. Inductive Generative Recommendation via Retrieval-based Speculation. AAAI 2026. 232



Inference Efficiency

Retrieval Models: K Nearest Neighbor Search

Generative Models (e.g., AR models): Beam Search

B Decoding (91%)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025. 233



Inference Efficiency

How to accelerate LLMs? Speculative Decoding

e Use a “cheap” model to generate candidates
e "Expensive” model can accept or reject (and

perform inference if necessary)
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Leviathan et al. Fast Inference from Transformers via Speculative Decoding. ICML 2023.
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Inference Efficiency

Speculative decoding for generative rec? X

N-to-K verification

i
[ Draft Model |
# v
.." [a4][b4][eq]*
5 @ .|b1 Ca|*
, 2l a1]b-fles] x
Venfy

Vﬁ rify ’Ve rify ¥
.' Targét LLM .'

ilii

Step1v’ Step2v  Step3x
(b) N-to-1 Verification of Traditional SD (N=3)

Draft Model Step1 Step2 Step3
v |a4llbs] |a4]lb2]c
a1!lb2 31Hb2 C>
% |aglbs] [a4]|bsfcs

@Verify @ Verify

NSNS
<

Target Model  Step1x Step2 Step3
(c) N-to-K Verification of SD with Beam Search (N=K=3)

Lin et al. Efficient Inference for Large Language Model-based Generative Recommendation. ICLR 2025.
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Inference Efficiency

In addition to single-model acceleration methods,
what about “serving throughout"?

Example: vLLM offers solutions for high-throughput
and memory-efficient inference and serving

What's unique for generative rec?

https://github.com/vllm-project/vilm 236



Timely Model Update

Recommendation models favor timely updates

Deployment without Update Delay

e ———— -

\Y | \Yi \
I Iy I
i ; DO D, | ! D1 D, | !
Tralmng Step 0 ;l‘ ;" E

’——————~

Lee et al. How Important is Periodic Model Update in Recommender Systems? SIGIR 2023. 237



Timely Model Update

Delayed updates lead to performance degradation

Deployment with Update Delay

1 step delayed

2 step delayed

CML Model

——— Atrticle
—— Blog

Comics
—— Commerce

Lee et al. How Important is Periodic Model Update in Recommender Systems? SIGIR 2023.
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Timely Model Update

How to update large generative rec models timely?

(Frequently retraining large generative models may
be resource consuming)
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Timely Model Update

How to update large generative rec models timely?

P T T T T T T T T T —

' X, Who is the president of the US?: Y. - Joe Biden |

_____________________________________

F Donald Trump Donald Trump
Joe Biden x Joe Biden \/
Knowledge editing?

Yao et al. Editing Large Language Models: Problems, Methods, and Opportunities. EMNLP 2023. 240



Item Tokenization

Multiple objectives for optimizing item tokenization

P L & g O Lpiv O Lo O Lpiw
- @ \ O : Code embedding R
o O; o G | | | | R Semantic regularization
PN L @ . : Cluster , 7 8
E i / @ @ Postive emb. E Nearest Ll1]2ls]als s Nearest 1/2|3lals|s| Nearest|, . !
i
' (5) / " OO O: Negative emb. ! ! i
@ / % < : Push away N ! ! |
! : Pull closer ! { | T 4 i ;
! @ : ! - 2|l> i : - (4] > i i !
e  Diverisity regularization - ------- ! ! ! : i | QLSem
I R $03090909090 | o peEessE e g T A\l 1
Residual Resudual Residual ReSIduaI ! ]
Title: Casio 44 Key I/‘ | l
i i
MiniKeyboard — il — L Code embedding: + + + = Decoder i
Description: The 44 I\I i :
key Casio SA-76... . Quantized . !
— . ) Latent Code sequence: <a_2> <b_4> <c_3> <d_6> erbediing ! Reconstructed :
Semantic information ~ Semantic i ' semantic !
. i
embedding embedding | embedding i
i
______________________________________________________________ - ' 1
: - s T
— 1
- ID: 23142 M h_" rO i
! CF model CF embedding by Lcr '
“ - Collaborative regularization - - - - - - — - - oo -

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 241



Item Tokenization

Multiple objectives for optimizing item tokenization ...

But none of them is directly related to rec performance

R e e il W Lpi Lpi Lp; Lp;
» . o 5 Div Q Div D D
b @ N O Code embedding ; eSS Q Q hd Q d
v @ . :- ] | | | h Semantic regularization
! e @ . : Cluster —_—
e / @ Postive emb. Nearest Nearest 1]2/3]a] Nearest [
! /Q 2 6 s|6
! ° @@@ Negative emb.
@ /% < : Push away I
i
: © : Pull closer ! i A
>
(SRR Diverisity regularization -------- ! ) QL Sem
e —— N L ’ \
Resldual Residual Residual Residual | !
Title: Casio 44 Key I/‘ |
Mini Keyboard _— _, _. Code embedding: + + + = Decoder |—
Description: The 44 I\I i
key Casio SA-76.. Latent Codesequence: <a_2> <b 4>  <c_3> <d_6> Quantized i :
— - Semaniic embedding 1 Reconstructed |
Semantic information i | semantic '
% embedding embedding | embedding i
! 1
_______________________________________________________________ L---, .1
I ‘ ph- o) :
- ID: 23142 hh_' [ b i
! CF model CF embedding "+ CF|

i
“ - Collaborative regularization - - - - - - — - - oo

Wang et al. Learnable Item Tokenization for Generative Recommendation. CIKM 2024. 242



Item Tokenization

reconstruction loss # downstream performance

How to connect tokenization objective with
recommendation performance?

Zipf's distribution? Entropy? Linguistic metrics?
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Item Tokenization

Language Tokenization

2014~2015:
Word / Char

Context-independent = Context-aware
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware

SemlID Construction
2023~2024:
RQ / PQ / Clustering /
LM-based Generator
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Item Tokenization

Language Tokenization

2014~2015: 2016~present:
Word / Char BPE / WordPiece

Context-independent = Context-aware

SemlD Construction
2023~2024: 2025:
RQ / PQ / Clustering / ActionPiece / Pctx / ?
LM-based Generator

Hou et al. ActionPiece: Contextually Tokenizing Action Sequences for Generative Recommendation. arXiv:2502.13581. 247



Part 2: What Becomes Possible?

What new opportunities may large generative models
unlock for recommender systems?
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Emergent Ability

Abilities not present in smaller models but is present
In larger models

GSMS8K Accuracy (%)

N
ot

[\
o

[y
ot

[ary
o

(9}

(=

(A) Math word
problems

Chain of
thought

No chain
of thought

1021 1022 1023 1024

10 NLU task average

70

60

50

40

30

(B) Instruction
following

Instruction
tuning

No
instruction
tuning

1621 1022 1023 1024

Accuracy (%)

(C) 8-digit addition

100

(0]
o

D
o

'
o

[\™)
(=}

Scratchpad

No
scratchpad

1019 1020 1021

Model scale (training FLOPs)

Wei et al. Emergent Abilities of Large Language Models. TMLR.
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S

(D) Calibration

102 10 10%
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Emergent Ability

Do we have emergent abilities in large generative
recommendation models?

0

180 Mix domain
~170 Diff domain -10
O\O ——
=160 X -20
: s
g 150 ,% 30
2 140 ~
3, Q —-40 Layer=2
é 180 o Layer=4
& 5 -50
0 120 bt Layer=8
% A ~60 Layer=12

Ho Layer=24

100 —-70 Layer=48

2 4 8 12 24 48
2 4 6 8 10
et Position

Cross-domain Trajectory Prediction

Zhang et al. Scaling Law of Large Sequential Recommendation Models. RecSys 2024. 250



Test-time Scaling & Reasoning

There have been explorations on model / data scaling of
recommendation models

o1 AIME accuracy
at test time
100 ~

80 -
)

©
5 6014

[
8
® 0
& o]
©
Q

201 °®

0

test-time compute (log scale)

Test-time scaling is still under exploration

https://openai.com/index/learning-to-reason-with-llms 251



Test-time Scaling & Reasoning

There have been explorations on model / data scaling of
recommendation models

o1 AIME accuracy
at test time
100 ~

80 4
>
9)

©
5 6014

@
®
@ 40 1
«
Q

201 °®

0

test-time compute (log scale)

Test-time scaling is being actively exploration

https://openai.com/index/learning-to-reason-with-llms 252



Test-time Scaling & Reasoning

Reasoning over latent ~ |
hidden states to scale up SeqRec 5

Item Embedding
-
Reasoning Hidden State

test-time computation. 5 & o

O O OO o

Seq Representation

0.08- -70.00 (a) Direct Recommendation ~ '-————-=———--——~-
Base Ours Ours (Upper Bound)
007 *52.88% ) -54.00 C C D O pO
+43.64% it i ais 55
%0.06— +37.21% -38.00 2\0,
9 5 Reaboning SeqRec/Model
Q.
8 0.05- -22.00 £
Z =
+9.07% 6.87% 4 ﬁ 4 1 ﬁ‘ 4
0.04- 58756 1 #3408 -6.00 O O ) D eoe @D
(b) Multi-step Reasoning-enhanced Recommendation
0.03- --10.00

SASRec BERT4Rec UniSRec MoRec

Tang et al. Think Before Recommend: Unleashing the Latent Reasoning Power for Sequential Recommendation. arXiv:2503.22675. 253



Test-time Scaling & Reasoning

Reasoning over

text tokens

Recommendation in Conversation

BRAECEART, BHERE—LEENHAE
I'm not in a good mood right now, please recommend

some relaxing content for me

RIENELSE, BAURNEERKXIPRIZENENE, R, BTAABPHRTHEEIERLTN
WA ALbTERSHFELTRAAIERONM. AR, JUEREF-LEREROERRE, RE
RE—LEBEVBENOWANE. &%, APEORTEFETRRRBEERANE, IAERLT
BESIRBRIFENNET, BHMEZEBU TR 1 NEEEPEREE, 0 OKTFH) =
(RUEEND 2. BB %viog, LHREKAGANTEBRE, 3. BANKLEKR, LR ENER
PSS, b, BSRABRERIRRE N . DHTRNAR, HIEMEREMTER ALLH. &
WXHNEE, FRETNEFLAERAFANERRER. M, APTESEIR

<|item_begin|><item_a_234><item_b_1262><item_c_941><|item_end|> -crcrerreiiiiiiiiiiiiiniinnenaa e

However, since users have explicitly expressed a desire to view warm and healing content, it is
therefore necessary to avoid recommending overly intense or tense videos. Conversely, one might
consider recommending some light-hearted and enjoyable games or animations, or providing video
content that can alleviate stress. Ultimately, users are more inclined to select content that provides
positive emotional experiences rather than content that may trigger anxiety or discomfort. | will
prioritize the following categories of videos: 1. Heartwarming stories from animated films, such as
Frozen or Zootopia; 2. Pet daily vlogs, especially adorable moments featuring cats and dogs; 3. Nature
documentary films, such as the survival challenges of polar bears or coral reef ecosystems. Additionally,
I will exclude any content involving violence or horror elements and increase the proportion of positive
and inspirational short videos. Through such adjustments, | believe users' emotional needs can be
better satisfied. Therefore, users may click on video :
<|item_begin|><item_a_234><item_b_1262><item_c_941><|item_end|>. =ssrsrerremsnnnmnnnninnnfannd

Liu et al. OneRec-Think: In-Text Reasoning for Generative Recommendation. arXiv:2510.11639. 254
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Inference
(Online)

- —

Unified Retrieval & Ranking

models

Complicated Architecture

e Difficult to be optimized
In an end-to-end way

Training
(Offtine)

e Latency between /
within different modules

rules, strategies, heuristics

Oldridge and Byleen-Higley. Recommender Systems, Not Just Recommender Models. 255



Unified Retrieval & Ranking

Is It possible to replace traditional cascade architecture

Recommended Videos

~10%°
Hundreds of
Coarse-grained |Thousands Thousands | fine-grained Dozens
Retrieval Corpus * \ ranking 2
~102

~10°

(b) Cascade Architecture

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965. 256



Unified Retrieval & Ranking

Is It possible to replace traditional cascade architecture
with a unified generative model?

(a) Unified Architecture O ¢ | == ) [—‘ﬁ(—] Recommended Videos
End-to-End ‘( Dozens _ H
Generation 'L Encoder Decoder " H
(

) OO O iCJ ]
Video
Corpus .
Recommended Videos

~1010
Hundreds of
Coarse-grained |Thousands Thousands | fine-grained Dozens
Retrieval Corpus * \ ranking T
~10 2 ~10 2

(b) Cascade Architecture

Deng et al. OneRec: Unifying Retrieve and Rank with Generative Recommender and Iterative Preference Alignment. arXiv:2502.18965. 257



Unified Retrieval & Ranking

Better throughout when ranking more candidates

B GR (101x FLOPs) * GR (285x FLOPs) == DLRM (1x FLOPSs) g
£
S Top Neural Norm(AX)V(X)OU(X)
1,250,000 N
: ’ 1.93x : (MMoE, PLE ) A()=4a(QKT+rab®)
A ]
1.73x__.-" H
1,000,000 n- : e
= i 1.50x EH
1.34x -7  1.31x T B
750,000 -1 : g (FMs, DCN,
U) g 1 .05X B et E ransforme)rs, DHEN, I
% - - * 1.08x § U,Q K, V = i(f1(X)
500,000 B 1% ""‘ - H—‘ AMMOV"(“X)=\‘2(...)
0.43x _.-™ . K 0.66x MR
L B | )
----- < 2 Numerical Categorical
> g eatures in eatures in
* 0.18x g S S e
0 = —— [ Prepro:essing ]
32 64 128 256 51 2 1024 L | I Raw Features ] [ Sequentialized Unified Features |

Candidates scored in M-FALCON (m) D I_ R M G R

Zhai et al. Actions Speak Louder than Words: Trillion-Parameter Sequential Transducers for Generative Recommendations. ICML 2024. 258



Q&A

Thank you for coming!
Please kindly refer to

large-genrec.github.io

for slides, paper list, ......
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